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EDITORIAL
The first paper is “Power Management Strategy of a PEM Fuel Cell-
Battery Powered Electric Vehicle”. In this study, a MATLAB-Simulink-
based mathematical simulation model for a proton exchange membrane 
(PEM) fuel cell and battery-powered electric vehicle was developed. The 
model takes into account real commercial driving cycles and vehicle 
dynamics and aims to accurately estimate the total onboard power requ-
irements. The fuel cell serves as the primary power source, while the 
battery serves as an additional source for power peaks. The simulation, 
which was optimized for battery state-of-charge, drive torque and ve-
hicle performance, has shown that the power requirement of the electric 
vehicle is significantly influenced by the interaction of fuel cell and battery 
management systems as well as driver behavior. The study provides va-
luable insights into the power management mechanisms of fuel cell and 
battery-powered electric vehicles and offers clues for further investigati-
on and research in this field.

The second paper is entitled “Application of Adaptive Finite Focus 
Beamforming Method for Localization of Low-frequency Transformer 
Sound”. In this paper, an adaptive linearly constrained finite focus beam-
forming method with minimum variance is presented to improve the 
accuracy and resolution of the localization of low-frequency transformer 
noise sources. The study includes simulations on virtual arrays to deter-
mine the array size and compare the effects of different beamforming 
algorithms on the accuracy and resolution of sound localization. The de-
veloped algorithm is evaluated against infinite and finite beamforming for 
localization of overall noise and noise at specific harmonics. The study 
shows that the adaptive finite focus beamforming method increases the 
spatial resolution and localization accuracy for low-frequency noise and 
meets the specific requirements of transformer noise localization.

The third paper is “3D Acoustic Heat-Maps for Transformer Monitoring 
Applications”. This paper presents an innovative approach to measure 
and visualize acoustic emissions from transformers to improve monito-
ring for anomaly detection and predictive maintenance. The proposed 
method introduces 3D acoustic heatmaps to visualize acoustic emission 
patterns over the surface of the transformer. By combining a 3D point 
cloud, a microphone array and beamforming algorithms, the authors 
generate a distributed representation of acoustic emissions. This novel 
method uses acoustic sensor data to create 3D acoustic heatmaps, 
which provide a powerful tool for transformer testing and modeling. The 
integration of a microphone array with a 3D model enables a compre-
hensive approach. These models are used to automatically predict ano-
malies and potential failure events by analyzing the acoustic radiation 
patterns of the transformer.

The fourth article is entitled “Partial Discharge Monitoring of Power Tran-
sformers by Calibrated UHF Measurements”. The paper deals with par-
tial discharge (PD) measurement as an established technique for detec-
ting local defects in the oil/paper insulation of transformers. The electro-
magnetic emissions of the PD are detected with a UHF sensor that is 
inserted into the transformer tank. The importance of PD measurement is 
emphasized in the standard for charge-based electrical measurements. 
To ensure comparability between different UHF systems and sensors, a 
standardized calibration procedure is essential. The paper presents a ca-
librated PD monitoring system based on the recently described calibrati-
on process in Cigré TB 861 and two types of UHF PD sensors for power 
transformers. In addition, case studies of various power transformers 
equipped with UHF sensors and monitoring systems are presented, 
demonstrating the benefits of UHF technology for on-site acceptance 
testing, continuous monitoring and diagnostic purposes.

The last paper is “Local Aggregator Enhanced Possibilities Coupling 
Energy Savings and Demand Response Activations”. The paper addre-
sses the role of energy communities and local flexibility aggregators in 
decentralized and decarbonized energy systems and identifies challen-
ges in the technical and regulatory framework. It emphasizes the need 
for clear communication and user-friendly engagement to balance long-
term energy savings and short-term flexibility activations. The discussion 
outlines potential conflicts in optimization goals and highlights the im-
portance of accessible applications for consumer engagement, favoring 
semantic data integration over increased sampling frequency. The paper 
argues for sustainable business models with consistent monitoring of 
energy savings, focusing on user-friendly applications for program mo-
nitoring. Finally, insights into user-centric approaches to sustainable 
energy communities are provided, emphasizing the integration of long-
term energy savings.
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Power Management Strategy of a PEM Fuel 
Cell-Battery Powered Electric Vehicle

Susanta K. Das, Jinsu Kim

Summary — A MATLAB-Simulink based mathematical vehicle 
simulation model is developed in this investigation to analyze power 
management strategy of a proton exchange membrane (PEM) fuel cell 
and battery powered electric vehicle. The vehicle simulation model 
incorporated a real- world commercial passenger vehicle operator’s 
drive cycle inputs and associated vehicle dynamics to determine accu-
rate estimation of total onboard power requirements and withdrawal 
of power from the fuel cell and battery sources to meet the demand. 
The power management strategy is designed to meet the vehicle’s 
onboard power demand based on the availability of hybrid combi-
nation of fuel cell and battery power sources. The fuel cell stack is 
the primary power source of the vehicle. Battery is used as a supple-
mental power source for meeting the vehicle’s peak power demands. 
The fuel cell is also charging the battery with excess power produ-
ced onboard and hence controls the state-of-charge of the battery. 
All the important physical parameters are optimized to implement 
the power management strategy by considering the battery state-of-
the charge, the drive torque and the vehicle drive performance. The 
model simulation results with optimized parameters showed that the 
power requirement of the electric vehicle was significantly affected by 
the combination of fuel cell and battery power management system as 
well as the vehicle operating behaviors of the end user (driver).

Keywords — power management, fuel cell, battery, electric vehicle, 
model simulation.

I. Introduction

Serious health problems for human life and environment pollu-
tion around the world have raised lot of concerns about the 
usage of fossil fuels based internal combustion engine (ICE) 

technology in transportation and other utilityvehicles[1]. Fuel cell 
and battery powered electric vehicles, as an alternative of ICE ve-
hicles, have shown the most promising among others for zero to 
low greenhouse gas emission, high efficiency and long operational 
life[2].To improve the dynamics and uninterrupted power supply 
issues for the smooth operation of electric vehicles, a hybridization 
of fuel cell system (FCS) with an energy storage device such as 
lithium-ion battery pack can be a beneficial system. Hybridizati-
on is also helpful to achieve better fuel economy and performance 
by the optimization of fuel-cell and battery power sharing system. 
Through a power management strategy (PMS) based on the ve  

hicle operating behaviors of the end users i.e. drivers, the optimiza-
tion of this hybrid system is accomplished by distributing the load 
power between the fuel cell stack and batterypack. The design of 
such a PMS should be made by ensuring that each energy source 
operates within its limits to achieve an optimal fuel economy. The 
primary objectives of this investigation are to evaluate a power 
management strategy through implementation in a fuel cell and 
battery electric vehicle simulation model.

Even though fuel cell and battery powered electric vehicles 
(FCBPEVs) have not yet entered into the nationwide commercia-
lization phase in large scale, fuel cell and battery powered electric 
vehicles have a great potential to be the most efficient environment 
friendly vehicles in the transition of the transportation sector [3]. 
FCBPEVs are characterized where a fuel cell stack acts as the main 
power source and a battery as an auxiliary energy storage device 
(AESD) to supplement the electric vehicle’s peak powerdemandas 
needed [4]. Instead of a full fuel cell stack based powertrains, to 
form a hybrid powertrain mode by adding anAESD is advantageo-
us: (1) since initially the FCS requires a little bit long start-up times 
due its slow electro-kinetics; hence an AESD is needed to starting 
up and also to improve the responsiveness of the peakpower de-
mand during vehicle acceleration; (2) in the hybrid fuel cell and 
battery system, the fuel cell stack needs to be sized according to 
the cruising demand only since the AESD helps meet the peak 
power demands; (3) the AESD is also significantly improve the 
fuel economy by restricting the FCS to operate at a high-efficiency 
operating point and also leave the option open for the possibility 
of adding a regenerative braking system. For electric vehicles 
application, the hybrid fuel cell and battery system are required to 
achieve a minimum operational life time of 5000h [5] in orderto 
be comparable with the current internal combustion engine (ICE)
based automotive powertrains.

Because of differences in their characteristics, multiple power-
sources involved in the hybrid powertrain affect electric vehicle 
performance considerably [6-7]. In the FCS, load changing charac-
teristic leads to many degradations such as membrane dehydration, 
flooding of the porous electrodes’ media and gas starvation causes 
the loss in the catalyst layer [8]. Hence, to increase the FCS life-
time, the FCS load dynamics need to be adjusted accordingly. On 
the other hand, battery lifetime depends on the depth-of-discharge 
as well as the charge-discharge rate of the battery. The discharge 
capacity of the battery usually decreases due to increase in the in-
ternal resistance as the battery aging [9]. Also, the battery operating 
conditions contribute significantly in cycle life of the battery.

Hence, to achieve optimal performanceand maximum fuel eco-
nomy for FCBPEVs, power management strategy must be de-
termined to accurately sizing the fuel cell stack and battery pack.
Inthis study, we analyze the powermanagement strategy of a fuel 
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cell-battery powered electric vehicle by employing MATLAB and 
Simulink model. A mathematical FCBPEV simulation model was 
designed and using MATLAB and Simulink we optimized various 
physical model parameters to understand the power management 
strategy.

II. Simulation Model Description and methods

In this study, a mathematical FCBPEV simulation model is desi-
gned by considering the actual real-world vehicleo peration point 
of view. Figure 1 shows an overall vehicle simulation model dia-
gram. The complete vehicle simulation model is comprised of six 
parts: drive cycle source, driver block,energy management system 
(EMS) block, electrical subsystem block, driveline block, and ve-
hicle dynamics block. Using the MATLAB and Simulink softwa-
re package [10], major vehicle components and control strategies 
were designed in each individual subsystem block and connected 
to each other to form a complete vehicle simulation model. The 
mathematical model equations used for the fuel cell stack in this 
study are given in our earlier publication [11] and the battery pack 
model equations provided in the publications [12-13] were used in 
the present Matlab-Simulink model simulation study.

The simulation model starts with a driver block that determines 
the acceleration required to achieve desired vehicle speed from the 
drive cycle source and provides it to the EMS block in the form of 
pedal position. The EMS block then calculates the reference torque 
of the electric motor and the reference current of the fuel cell ba-
sed on an implemented control strategy [14]. With the reference 
torque values, the hybrid power train in the electrical subsystem 
block determines the actual motor torque and calculates required 
power based on the reference current load from the fuel cell stack. 
The vehicle’s tractive force is then determined through the drive-
line block and the actual vehicle speed is calculated from the rela-
tionship between the road load force and the tractive force in the 
vehicle dynamics block.

The vehicle simulation model was optimized by implementing 
the power management mechanism and different operating con-
ditions to understand the effect of various parameters on the ove-
rall vehicle performance. The designed vehicle simulation model 
was simulated by employing two types of driving cycles that are 
commonly used in the United States (U. S.) - the Urban Dynamo-
meter Driving Schedule (UDDS) and the Highway Fuel Economy 
Test (HWFET) Driving Schedule to understand the power sharing 
mechanism of a FCBPEV. These two driving schedules, UDDS 
and HWFET, are parts of various drive cycles established by the 
U.S. Environmental ProtectionAgency(EPA) [15]. The U.S. EPA 
has published fuel economy test data of millions of new vehicles 
sold in the U. S. since late 1970s. UDDS describes a standard city 
driving pattern represented by frequent stops and go’s. Whereas, 
unlike the city test, HWFET keeps the vehicle speed consistently 
in the range of 45 to 70 mph with the minimum usage of brakes.

A fuel cell-battery electric vehicle usually utilizes a fuelcell system 
as the main power source and a battery pack as the auxiliary power 

source because the fuel cell alone may not be enough to satisfy 
all dynamic load demands in real-time vehicular applications [16]. 
Thelithium-ion batterypack in the model acts as an auxiliary power 
source to assistthe PEM fuel cell stack power supply as well as it 
also acts as an energy storage system to store produced surplus fuel 
cell energy or even restore the energy from regenerative braking 
as every time vehicle stops and start, it turns kinetic energy into 
electricity that is used to charge the battery and improve the system 
efficiency. Since the fuel cell stack voltage is higher than the dc 
bus voltage, a step-down DC/DC converter (or sometimes called 
a buck converter) was connected to the fuel cellsystem. One of the 
main challenges for the development of a hybrid electric vehicle is 
the management of multiple power sources and converters [17-18]. 
For a vehicle with hybrid power train, therefore, a power manage-
ment strategy is required to accurately distribute the power betwe-
en different power sources.Theenergymanagementsystem(EMS)
blockcontains the power management strategy as well as the drive 
torque/power calculation block. In this study, The Energy Manage-
ment Subsystem (EMS) block and the Electrical Subsystemblock 
were adapted from MATLAB/Simulink Sim-Power Systems li-
brary [10]. A diagram of the fuel cell-battery hybrid power train 
implemented in the EMSblock and electrical subsystem block is 
provided in Fig. 2.

In this study, the EMS and electrical subsystem shown in Fig. 2 
consists of [10, 14]:

• A 100-kW permanent magnet synchronous motor (PMSM) 
with maximum torque of 256 N.m and maximum speed of 
12,500 rpm.

• A 25kW, 288Vdc ,86.8Ah lithium-ion battery pack.

• A 100kW, 288Vdc proton exchange membrane(PEM) fuel 
cell stack.

• A step-down DC/DC converter.

It is noted that, in this study, an electric motor has been treated as 
the power source (i.e. heat engine) that is the closest to the ideal 
power plant because of the constant power output over the high-
speed range and the constant torque output over the low-speed ran-
ge [1]. Unlike the conventional gasoline engine, the electric motor 
used in the fuel cell-battery electric vehicle can produce torque 
at zero speed and efficiency of power plant is less dependent on 

Fig. 2. EMS Block and electrical subsystem block for a fuel cell-
battery hybrid powertrain system 

Fig. 1. MatLab-Simulink based fuel cell-battery powered electric vehicle (FCBPEV) simulation model
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its operating points. Due to this ideal torque-speed profile, a sin-
gle-gear transmission is commonly used for the vehicle with the 
electric motor.

The battery management system shown in Fig.2 determines the 
battery State of Charge (SOC) limit and the battery power limit as 
well as the battery recharged power based on the measured volta-
ge and SOC. The power management system then determines the 
reference motor torque and the reference fuel cell current based on 
the battery recharge power and the batterylimits calculated from 
the battery management system.

The model simulation starts with the torque calculation block, 
shown in Fig. 1, that calculates the drive torque and drive power 
using the pedal position and motor torque-speed relationship. In 
order to convert the motor speed to motor torque, peak performan-
ce curve of the motor was generated using the maximum torque, 
speed, and power demand values of the motor. The reference fuel 
cell power is calculated by adding the battery recharge power to 
drive power. The drive power is described as a subtraction in the 
block (see Fig. 1) because the recharge power is usually expressed 
as negative value by convention. The reference fuel cell stack cu-
rrent is then determined using the polarization curve of the fuel cell 
stack. The reference Battery Power block determines the behavior 
of the battery using the reference fuel cell power, measured fuel 
cell power, battery recharge power, and the battery power limit. 
The battery power block commands the battery to help the fuel cell 
when the fuel cell alone cannot provide the required drive power to 
the motor. Since the fuel cell system cannot react quickly, due to its 
long response time at pre-start, the switch block is used to ensure 
that the battery power kicks in while the fuel cell system heats up at 
the time of start of the vehicle.

The driveline block, shown in Fig. 1, converts the motor torque 
produced by the electric motor considering the tractive effort on 
the wheels. The torque of the power plant such as an engine or an 
electric motor is, in general, transmitted to the wheels through a 
clutch in manual transmission or a torque converter in automatic 
transmission, gearbox, final drive, differential, and drive shaft. The 
driveline block is also considered the traction limit. When the tracti-
ve resistance of a vehicle exceeds the limit of the maximum tractive 
force due to the friction between the tire and the ground, the vehicle 
cannot go forward and the wheels will spin on the ground. For the 
accuracy of the simulation, therefore, the tractive limit due to the 
friction has been taken into consideration. The vehicle dynamics 
block calculates the vehicle speed using the tractive force estimated 
from the vehicle dynamics block, see Fig. 1. Using the tractive for-
ce, the power required from the motor to propel the vehicle moving 
forward at a specific speed can be determined.III.

III. Results and Discussions
To verify the power management strategy embodied in the Energy 
Management System (EMS) block, first, the vehicle model was 
simulated with a series of step input signals to verify the pedal 
position at different scenarios. The baseline vehicle model is then 
validated by running the simulation with the two drive cycles 
(UDDS and HWFET) and analyses the results in terms of power 

sharing mechanism with a certain amount of vehicle driving 
distance.

In order to understand the power sharing mechanism, the vehicle 
model is simulated with a series of step input signals, after verifi-
cation of pedal position, that describes different modes of operati-
on such as fast acceleration, gentle acceleration, and braking [14] 
to verify that the power management strategy implemented in the 
EMS block properly controls the power sources at different sce-
narios. Fig. 3 represent a series of four step input signal for power 
control strategy validation describes the following operational 
management strategy implemented in the EMS block properly 
controls the power sources at different scenarios. Fig. 3 represent a 
series of four step input signal for power control strategy validation 
describes the following operational behaviors: (a) the accelerator 
pedal is pushed to 80% (fast acceleration), (b) the accelerator pedal 
is released to 20% (gentle acceleration), (c) the accelerator pedal 
is pushed again to 60% (fast acceleration), (d) the brake pedal is 
pushed to 50% (deceleration). 

For the baseline vehicle model, the values of vehicle dynamics and 
driveline parameters have been estimated based on the generalized 
use of the vehicle as shown in Table I. 

TABLE I  
Vehicle Dynamics Parameters of the Baseline Vehicle. 

Parameter Value

Vehicle mass, m 1800 kg

Width of vehicle, W 1.85m

Height of vehicle, H 1.50m

weight distribution, 𝑖𝑊𝐷,𝑓/𝑖𝑊𝐷,𝑟 0.52/0.48

Tire dynamic radius, 𝑟𝑑 0.315m

Single gearset ratio, 𝑖𝑔:𝑖 0 8:1

Driveline efficiency, 𝜂𝑡 0.90

Friction coefficient (dryroads), 𝜇 0.75

Tire dynamic radius, 𝑟𝑑 0.315m

Drag coefficient, 𝐶𝑑 0.3

Rolling resistance coefficient, 𝑓𝑟𝑟 0.015

Incline angle, 𝜃 0 (level ground)

Mass factor, 𝑘𝑚 1.05

After validation of pedal position with the step input signal, as 
shown in Fig. 3, the driver block and drive cycle block from 
the vehicle simulation model, as shown in Fig. 1, were replaced 
with the pedal position signal block and hence the signal input was 
regarded as the pedal position and directly connected to the EMS 
block [14]. Hence, it makes the vehicle simulation mode more ro-
bust and forged coupling of vehicle speed, battery SOC, and power 
distribution between battery and fuel cell depending on the pedal 
position input.

Fig. 3. Pedal position step input signal validation
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Fig. 4 shows the vehicle model simulation results of vehicle speed, 
battery SOC, and power distribution curves of battery and fuel cell 
depending on the corresponding pedal position input. The pedal 
position signal consists of a series of four step inputs: 80% at 0 

s, 20% at 2 s, 60% at 4 s, and -50% at 6s. the negative accelerator 
input is regarded as the brake pedal position. From Fig. 4, it can be 
seen that at time t = 0, the vehicle is at idle (stopped) position and 
the driver pushes the accelerator pedal to 80% (fast acceleration). 
At this situation, the battery alone provides the power to the motor 
until the fuel cell starts to provide the power. The vehicle speed 
steadily goes up and the battery power is also depleted rapidly as 
can be seen from Fig. 4. At 0.7 seconds, the fuel cell starts to pro-
vide power to the motor as a main power source while the battery 
continues to provide power as an auxiliary power source to meet 
the motor power demands. At 2 seconds, the accelerator pedal is 
released to 20% (gentle acceleration). Now, the fuel cell solely pro-
vides the power and battery power goes to zero. As the accelerator 
pedal is pushed hard to 60% (fast acceleration) at 4 seconds, the 
battery kicks in again and start to help the fuel cell stack to reali-
ze the power demand. Then the driver pushes the brake pedal to 
50% at 6 seconds. The motor acts as a generator now and restore 
the fuel cell excess energy into the battery by charging it through 
regenerative braking system. The battery SOC starts to increase as 
the battery energy is restored. It can be concluded from the results 
presented in Fig. 4 that the power was successfully distributed and 
shared between the battery and the fuel cell as initially intended by 
the energy management system (EMS) block. Hence, the power 
management strategy applied in the EMS block was validated and 
found to be worked properly.  

The vehicle simulation model was run with UDDS (city) sche-
dules for 1400 seconds and HWFET (highway) driving schedu-
les for 800 seconds to understand the power sharing mechanism 
between power providing sources - fuel cell and battery during the 
city driving and highway driving conditions. 

Fig. 5 represents the vehicle speed, drive torque and power 
sharing curves during the city driving using city driving schedu-
le. From Fig. 5, it can be found that the maximum drive torque is 
measured as around 180 Nm during the city driving test. Since the 
torque was maintained below the maximum torque of the motor 

Fig. 4. Vehicle speed, battery SOC and power distribution curves of fuel 
cell and battery based on the pedal position

Fig. 5. Vehicle speed, drive torque and power distribution curves of fuel 
cell and battery on City driving test

Fig. 6. Vehicle speed, drive torque and power distribution curves of fuel 
cell and battery on Highway driving test

Time(sec) Time(sec)
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of 256 Nm during the whole cycle, the fuel cell only provided the 
required power to the motor for most of the time and the battery 
mainly acts as an energy storage during this test. As can be seen 
from Fig. 5, the negative torque profile appears a lot because of 
frequent stops in the city test. This leads to a frequent battery 
charging due to regenerative braking. The maximum fuel cell 
power was measured as 52 kW while the maximum battery 
power was only measured as 3 kW. From Fig. 5, it can also be 
seen that since the city driving is limited mostly within 50 km/h, 
the fuel cell power source was provided the required power most 
of the times and the battery storage the excess power produced 
by the fuel cell as indicated by the negative spike of power cu-
rves for the battery during the city driving. For an instance of 
high vehicle speed during the city driving between 200-350 se-
conds, as shown in Fig. 5, it can be seen that the battery power 
supplemented the power to the fuel cell power in order to meet 
the additional power needed for high speed city driving. This can 
be clearly seen from Fig. 5 as the negative power spikes diminished 
for battery power curve during the high-speed city driving between 
200-350 seconds. It clearly demonstrated the power sharing and 
power saving mechanism during the city driving as the power ma-
nagement strategy incorporated nicely in the developed vehicle 
simulation model in this study. 

Fig. 6 represents the vehicle speed, drive torque and power sharing 
curves during the highway driving using the highway driving sche-
dule. From Fig. 6, it can be seen that the maximum drive torque 
was measured as around 150 Nm during the highway driving test. 
Similar to the city driving test, the torque stayed below the maxi-
mum torque of the motor of 256 Nm during the entire highway 
driving cycle. From Fig. 6, it can be seen that the fuel cell power 
source was mostly provided the power to the motor and the battery 
power supplemented to meet the peak power demand only and 
the battery was acted as an energy storage very less frequently as 
very few negative power spikes displayed by the battery power 
curves during the highway driving test. The maximum fuel cell 
power was measured as 45 kW while the maximum battery power 
was measured as 2.3 kW. From Fig. 6, it is also seen that there 
are very few negative torque spike curves due to the fact that the 
vehicle is driven most of the times above the speed of 50km/h and 
less frequent stops because of no traffic light at the highway. From 
Fig. 6, it was found that when the vehicle speed was very high, 
for instance, highway driving time between 300-600 seconds, the 
required motor power was supplied by the fuel cell system and the 
battery as can be seen from Fig. 6, During this time, 300-600 secon-
ds, the battery power curves show almost no negative spike inste-
ad it shows frequent small positive spikes. It indicated that during 
the high vehicle speed at the highway driving, the battery mostly 

supplemented the power with fuel cell power to fulfill the peak 
power demand of motor to maintain the same high speed during 
300-600 seconds as can be seen from Fig. 6, It also found that the 
vehicle’s drive torques were almost remained the same during the 
highway driving periods 300-600 seconds. Overall, from Fig. 6, it 
can be seen that the vehicle speed, drive torque and power sharing 
between the fuel cell and battery power sources were correlated 
excellently as expected in the developed vehicle simulation model. 

Fig. 7 represents the amount of hydrogen consumption during the 
city driving test. The hydrogen consumption amount is calculated 
using the developed Mathlab-Simulink model of fuel cell-battery 
electric vehicle while used the city driving schedule. In the model, 
the hydrogen consumption rate of the fuel cell stack was calculated 
using the equation (1) give as [2]:

From Fig. 7, it can be seen that the total hydrogen consumption 
during the city driving cycle was about 0.148 kg during the total 
city driving time of 1370 seconds i.e. around 23 minutes. The ave-
rage city driving speed was calculated at around 32 mile per hour. 
The total distance travel with the city driving schedule was around 
12 miles and hence the city fuel economy rating was calculated as 
around 81 miles per kilogram of hydrogen used.  

Fig. 8 shows the amount of hydrogen consumption during the 
Highway driving test of fuel cell-battery electric vehicle. The 
hydrogen consumption amount was calculated using equation (1) 
and employing the Matlab-Simulink model parameter values whi-
le using the Highway driving schedule. From Fig. 8, it is observed 
that the total hydrogen consumption during the total 765 seconds 
i.e. about 13 minutes of highway driving test using the Highway 
driving schedule was about 0.1986 kg. Total distance travel during 

Fig. 7. Amount of hydrogen consumption during City driving test of fuel 
cell–battery electric vehicle

Fig.8. Amountofhydrogenconsumptionduring Highwaydriving test of fuel 
cell–batteryelectric vehicle
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during the entire highway driving cycle. From Fig. 6, it can be 
seen that the fuel cell power source was mostly provided the 
power to the motor and the battery power supplemented to meet 
the peak power demand only and the battery was acted as an 
energy storage very less frequently as very few negative power 
spikes displayed by the battery power curves during the 
highway driving test. The maximum fuel cell power was 
measured as 45 kW while the maximum battery power was 
measured as 2.3 kW. From Fig. 6, it is also seen that there are 
very few negative torque spike curves due to the fact that the 
vehicle is driven most of the times above the speed of 50km/h 
and less frequent stops because of no traffic light at the 
highway. From Fig. 6, it was found that when the vehicle speed 
was very high, for instance, highway driving time between 300-
600 seconds, the required motor power was supplied by the fuel 
cell system and the battery as can be seen from Fig. 6, During 
this time, 300-600 seconds, the battery power curves show 
almost no negative spike instead it shows frequent small 
positive spikes. It indicated that during the high vehicle speed 
at the highway driving, the battery mostly supplemented the 
power with fuel cell power to fulfill the peak power demand of 
motor to maintain the same high speed during 300-600 seconds 

as can be seen from Fig. 6, It also found that the vehicle’s drive 
torques were almost remained the same during the highway 
driving periods 300-600 seconds. Overall, from Fig. 6, it can be 
seen that the vehicle speed, drive torque and power sharing 
between the fuel cell and battery power sources were correlated 
excellently as expected in the developed vehicle simulation 
model. 

Fig. 7 represents the amount of hydrogen consumption during 
the city driving test. The hydrogen consumption amount is 
calculated using the developed Mathlab-Simulink model of fuel 
cell-battery electric vehicle while used the city driving 
schedule. In the model, the hydrogen consumption rate of the 
fuel cell stack was calculated using the equation (1) give as [2]: 

 
 
 

where 𝑖𝑖𝑓𝑓𝑓𝑓 is the fuel cell current, R is the ideal gas constant 
(8.3145 𝐽𝐽

𝑚𝑚𝑚𝑚𝑚𝑚 𝐾𝐾), 𝑇𝑇 is the operating temperature, 𝑃𝑃𝑓𝑓𝑓𝑓𝑓𝑓𝑚𝑚  is the 
absolute supply pressure of fuel, 𝑁𝑁 is the number of cells, 𝐹𝐹 is 
the Faraday’s constant (96,485 𝐴𝐴 𝑠𝑠

𝑚𝑚𝑚𝑚𝑚𝑚), 𝑥𝑥 is the hydrogen 
composition in the fuel. 

From Fig. 7, it can be seen that the total hydrogen 
consumption during the city driving cycle was about 0.148 kg 
during the total city driving time of 1370 seconds i.e. around 23 
minutes. The average city driving speed was calculated at 
around 32 mile per hour. The total distance travel with the city 
driving schedule was around 12 miles and hence the city fuel 
economy rating was calculated as around 81 miles per kilogram 
of hydrogen used.  

Fig. 8 shows the amount of hydrogen consumption during 
the Highway driving test of fuel cell-battery electric vehicle. 
The hydrogen consumption amount was calculated using 
equation (1) and employing the Matlab-Simulink model 
parameter values while using the Highway driving schedule. 
From Fig. 8, it is observed that the total hydrogen consumption 
during the total 765 seconds i.e. about 13 minutes of highway 
driving test using the Highway driving schedule was about 
0.1986 kg. Total distance travel during the Highway driving 
schedule test was about 14 miles with around 65 miles per hour 
vehicle speed. Based on the collected data using the Highway 
driving schedule and driving test, the highway fuel economy 
rating was calculated as around 71 miles per kilogram of 
hydrogen used. 

Comparing Figs. 7 and 8, it can be seen that the fuel economy 
rating is higher at the city driving than highway driving of the 
fuel cell-battery electric vehicle. The results show the usual 

Fig. 7. Amount of hydrogen consumption during City 
driving test of fuel cell–battery electric vehicle. 

Fig. 8. Amount of hydrogen consumption during 
Highway driving test of fuel cell–battery electric vehicle. 
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the Highway driving schedule test was about 14 miles with around 
65 miles per hour vehicle speed. Based on the collected data using 
the Highway driving schedule and driving test, the highway fuel 
economy rating was calculated as around 71 miles per kilogram of 
hydrogen used. 

Comparing Figs. 7 and 8, it can be seen that the fuel economy 
rating is higher at the city driving than highway driving of the fuel 
cell-battery electric vehicle. The results show the usual trend for an 
electric vehicle compared to an internal combustion engine-based 
gasoline/diesel vehicle. Since the fuel cell-battery electric vehicle 
utilize regenerative braking system to recover lost energy due to 
frequent braking for traffic stops during city driving and hence the 
fuel economy rating is higher at city driving compared to highway 
driving due to no to less traffic stop on the highway driving. The 
conventional gasoline vehicles have higher highway fuel economy 
ratings than the city ratings because of large kinetic energy loss due 
to frequent braking for traffic stops during city driving. Based on 
the results presented in this study, it can be seen that unlike the con-
ventional vehicles, fuel cell-battery electric vehicles have higher 
city fuel economy rating than the highway rating because of the 
braking energy is recovered through regenerative braking system. 

IV. Conclusions

A Matlab-Simulink based complete vehicle simulation model of a 
fuel cell-battery powered electric vehicle was designed and simu-
lated to understand the power management strategy of fuel cell and 
battery power supply sources. The developed vehicle simulation 
model was tested with two U.S. standard driving cycles such as 
city driving cycle (UDDS) and highway driving cycle (HWFET) 
to understand the underlying physics of fuel cell-battery electric 
vehicle’s power management system. In the model simulation, it 
was assumed that the rechargeable battery pack was maintained 
appropriately to prevent over-heating and no loss of storage ca-
pacity degradation. It is also assumed that the water management 
system was put in place for the fuel cell stack to maintain the humi-
dity inside the fuel cell at an appropriate level to prevent membra-
ne dehydration. The results obatined in this study showed that the 
power management strategy implemented in the vehicle simulati-
on model successfully distributed the power between the fuel cell 
and battery in both the city driving and highway driving conditi-
ons. The simulation results also showed that there is a strong corre-
lation among vehicle speed, driving torque and power distribution 
mechanism in the fuel cell and battery powered electric vehicle. 
The results clearly showed that, unlike the conventional vehicles, 
fuel cell-battery electric vehicles have higher city fuel economy 
rating than the highway rating because of the lost braking energy 
for frequent traffic stops is recovered through regenerative braking 
system. The model simulation results provided an important insi-
ght and improved understanding in power management mechani-
sm of a fuel cell and battery power electric vehicle. The knowled-
ge gained in this investigation will definitely be useful for further 
exploration in a future study. 
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Application of Adaptive Finite Focus Beamforming 
Method for Localization of Low-frequency  

Transformer Sound
Karlo Petrović, Antonio Petošić, Tomislav Župan

Summary — In this paper, the developed adaptive linearly con-
strained minimum variance finite focus beamforming method is used 
to increase the accuracy and resolution of low-frequency transfor-
mer sound source localization. In the first step, simulations on vir-
tual arrays are conducted to define the array size and compare the 
influence of three different beamforming algorithms on sound loca-
lization accuracy and resolution. In the second step, measurements 
of the regulating transformer as a noise source are conducted in the 
semi-anechoic chamber. A large rectangular microphone array, with 
90 microphone positions spaced 0.44 meters apart, is used for that 
purpose. The developed algorithm is compared with infinite and fi-
nite focus beamforming for the localization of total noise and noise at 
specific noise harmonics.

Keywords — finite focus beamforming, adaptive beamforming, 
rectangular microphone array, regulating transformer.

I. Introduction

The conventional beamforming technique for sound source 
localization in acoustic cameras is applicable in far-field 
and at higher frequencies, mainly above 500 Hz. However, 

dominant frequency components of transformer noise are often 
below that frequency. The problem is highlighted in the literature 
[1], [2], and [3], where an acoustic camera is used for the localiza-
tion of low-frequency transformer sound. The hotspot localization 
results show low spatial resolution in the frequency range below 
300 Hz. That makes the method inapplicable for localizing sound 
sources in a transformer. Instead, knowing the exact distance from 
the source to the beamforming array, a finite-focus method [4] can 
be applied. Additionally, adaptive beamformers [5] can be used by 
choosing weights based on the statistics of the received data.

Besides beamforming, there are three significant sound sour-
ce localization techniques: nearfield acoustic holography (NAH), 
statistically optimized nearfield acoustic holography (SONAH), 
and direct acoustic intensity measurements. Another noise source 
identification technology that combines the far-field beamforming 
method with the near-site acoustic holography can be applied to 
the transformer for a higher resolution [6]. The application of direct 

acoustic intensity measurements to localize noise on 16 MVA and 
75 MVA transformers is explained in [7] and [8], respectively.

This study pointed out the possibility of the beamforming met 
hod application for localizing low-frequency transformer sound. 
The motivation for the work is to develop an easily applicable and 
accurate method with high resolution at low frequencies at which 
the transformer operates. A simple application of the method is 
achieved with only one microphone and the possibility of mea-
surement automatization without requiring measurements at very 
short distances from the surface, as in [6–8]. Sound localization 
accuracy is achieved using an unconventional finite-focus method, 
and increased resolution is achieved using an adaptive beamfor-
mer, thus avoiding the conventional acoustic camera problems [1-
3]. Compared to the previous research, this work developed a new, 
improved method that needs only one microphone and combines 
finite-focus and adaptive beamforming with a known distance 
from the source to localize low-frequency sound. 

In the paper, a brief overview of the beamforming theory is 
given. The three different beamforming algorithms are simulated 
on the specified microphone array. A wooden frame for positioning 
microphones along the beamforming array is presented, and the 
measurement procedure is described. Analysis of the measurement 
in the semi-anechoic room is carried out. In the end, conclusions 
and suggestions for future research are given.

II. Theoretical Background
In the beamforming technique, the amplitude and the phase of 

the sound pressure over an array of microphones are measured. 
The technique maximizes the total summed output for the sound 
coming from the specified direction while minimizing the sound 
coming from another direction. It is used in the far field of the sound 
source and is more suitable for higher frequencies. The frequency 
and the dynamic range of beamforming measurements depend on 
the array type and size. The beamforming has the disadvantage of 
low spatial resolution in localizing a noise source, especially at low 
frequencies. The advantage is that it can image distant and moving 
sources. The two types of beamforming are infinite-focus distance 
and finite-focus distance beamforming.

A.	 Infinite	focus	beamforming
The plane waves are assumed for the infinite focus beamfor-

ming, and the spherical waves are assumed for the finite focus 
beamforming. Beamforming theory is explained in more detail in 
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[4], [9]. If the planar array consists of L microphones at locations 
(xl, yl, l = 1, ..., L) in the x-y plane, and the measured signals pl are 
individually delayed and then summed, the output of the array is:

(1)

where wl is the weighting coefficient, which reduces the im-
portance of the signals coming from the array edges. The quantity 
n is the unit vector in the direction of the maximum sensitivity of 
the array, and the time delays Δl are chosen to maximize the array 
sensitivity in the direction n, and it is defined as:

(2)

where the vector rl = (xl, yl) and the c is the speed of sound. 
The output of the beamformer in the frequency domain analysis at 
angular frequency ω is:

(3)

where k = -kn is the wave number vector of a plane incident 
from the direction n. The beamforming in the frequency domain 
provides the possibility to process independent frequencies. It is 
less computationally intensive and more suitable for steady-state 
situations. The time domain beamforming is more suitable for ra-
pidly changing environments.

B.	 Finite	focus	beamforming
Finite-focus beamforming, assuming a spherical wave, follows 

a similar analysis. The various microphone delays should align for 
the array to focus on a point source at a finite distance. Equation (3) 
still applies, but the delay ∆l is defined as:

(4)

where r is the vector location of the source from an origin point 
in the same plane as the array, rl is the vector location of microp-
hone l in the array with respect to the exact origin, and |r - rl| is the 
scalar distance of microphone l from the source. An example of the 
beamforming localization principle is shown in Figure 1.

C.	 Adaptive	linearly	constrained	minimum	
variance	beamforming

A principle of adaptive beamforming is that the weights are 
chosen based on the statistics of the received data so that the si-
gnal-to-noise ratio (SNR) can be improved. That approach enables 
distinguishment between desired and interference signals. A line-
arly constrained minimum variance (LCMV) beamforming is first 
introduced in [10]. The algorithm is based on the minimum mean 
square error used to determine array weights. The optimal weights 
of the LCMV beamformer are calculated as follows [9]:

(5)

where S is the sum of the noise and interference covariance 
matrix, C is the constraint matrix, H is the transpose conjugate of a 
vector, and R is the signal gains due to the constraint.

The advantages of the LCMV beamforming are that it has 
higher spatial resolution than the conventional beamformer, it 
is nulling in the direction of interference sources, sidelobes are 
smaller than in the conventional beamforming, and it only requires 
the direction of arrival to maximize SNR. Disadvantages are low 
convergence rate and susceptibility to self-nulling. 

III. Methodology And Measurement
Three different algorithms are tested in this work:

• Infinite focus (IF) beamforming (conventional)
• Finite focus (FF) beamforming
• Finite focus (FF) adaptive beamforming (developed)

A.	Testing	Algorithms	on	a	Virtual	Array
A virtual array of 9×10 microphones is created in MATLAB, 

as shown in Figure 2. The distance between microphones is set to 
0.44 m. The total size of an array is 3.56 m in height and 4 m in 
length. The size is selected so that the wooden frame with holes for 
microphone positions can be placed in a semi-anechoic chamber 
for experimental verification.

Simulated point sound sources are located at a finite distance 
of 2 m. The first source is at 100 Hz at the spherical coordinates 
[30°, 20°]. The second source is at 300 Hz at coordinates [-20°, 
0°]. Spherical coordinates are marked as [azimuth, elevation]. The 
amplitude of simulated sound pressure is set to 0.1 Pa, in decibels 
equal to 70.97 dB RMS.

microphones at locations (xl, yl, l = 1, ..., L) in the x-y plane, and the measured signals pl are individually delayed and then 
summed, the output of the array is: 
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where wl is the weighting coefficient, which reduces the importance of the signals coming from the array edges. The 
quantity n is the unit vector in the direction of the maximum sensitivity of the array, and the time delays Δl are chosen to 
maximize the array sensitivity in the direction n, and it is defined as: 
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where the vector rl = (xl, yl) and the c is the speed of sound. The output of the beamformer in the frequency domain 
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where k = -kn is the wave number vector of a plane incident from the direction n. The beamforming in the frequency 
domain provides the possibility to process independent frequencies. It is less computationally intensive and more suitable 
for steady-state situations. The time domain beamforming is more suitable for rapidly changing environments. 

B. Finite focus beamforming 

Finite-focus beamforming, assuming a spherical wave, follows a similar analysis. The various microphone delays 
should align for the array to focus on a point source at a finite distance. Equation (3) still applies, but the delay ∆l is 
defined as: 
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where r is the vector location of the source from an origin point in the same plane as the array, rl is the vector location of 
microphone l in the array with respect to the exact origin, and |r - rl| is the scalar distance of microphone l from the source. 
An example of the beamforming localization principle is shown in Figure 1. 

  
Figure 1 Finite-focus beamforming localization principle Figure 2 Virtual array of 90 microphones in MATLAB 

C. Adaptive linearly constrained minimum variance beamforming 

A principle of adaptive beamforming is that the weights are chosen based on the statistics of the received data so that 
the signal-to-noise ratio (SNR) can be improved. That approach enables distinguishment between desired and interference 
signals. A linearly constrained minimum variance (LCMV) beamforming is first introduced in [10]. The algorithm is 
based on the minimum mean square error used to determine array weights. The optimal weights of the LCMV beamformer 
are calculated as follows [9]: 
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where S is the sum of the noise and interference covariance matrix, C is the constraint matrix, H is the transpose conjugate 
of a vector, and R is the signal gains due to the constraint. 

The advantages of the LCMV beamforming are that it has higher spatial resolution than the conventional beamformer, 
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𝑃𝑃𝑃𝑃(𝒏𝒏𝒏𝒏,𝜔𝜔𝜔𝜔) = �𝑤𝑤𝑤𝑤𝑙𝑙𝑙𝑙𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙(𝜔𝜔𝜔𝜔)𝑒𝑒𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗Δ𝑙𝑙𝑙𝑙(𝑛𝑛𝑛𝑛)
𝐿𝐿𝐿𝐿

𝑙𝑙𝑙𝑙𝑙𝑙

= �𝑤𝑤𝑤𝑤𝑙𝑙𝑙𝑙𝑃𝑃𝑃𝑃𝑙𝑙𝑙𝑙(𝜔𝜔𝜔𝜔)𝑒𝑒𝑒𝑒−𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝒏𝒏𝒏𝒏𝒏𝑙𝑙𝑙𝑙
𝐿𝐿𝐿𝐿

𝑙𝑙𝑙𝑙𝑙𝑙

(3𝑎𝑎𝑎𝑎,𝑏𝑏𝑏𝑏) 

where k = -kn is the wave number vector of a plane incident from the direction n. The beamforming in the frequency 
domain provides the possibility to process independent frequencies. It is less computationally intensive and more suitable 
for steady-state situations. The time domain beamforming is more suitable for rapidly changing environments. 

B. Finite focus beamforming 

Finite-focus beamforming, assuming a spherical wave, follows a similar analysis. The various microphone delays 
should align for the array to focus on a point source at a finite distance. Equation (3) still applies, but the delay ∆l is 
defined as: 

𝑡𝑙𝑙𝑙𝑙 =
|𝒏𝒏𝒏𝒏| 𝑡 |𝒏𝒏𝒏𝒏 𝑡 𝒏𝒏𝒏𝒏𝑙𝑙𝑙𝑙|

𝑐𝑐𝑐𝑐
(4) 

where r is the vector location of the source from an origin point in the same plane as the array, rl is the vector location of 
microphone l in the array with respect to the exact origin, and |r - rl| is the scalar distance of microphone l from the source. 
An example of the beamforming localization principle is shown in Figure 1. 

  
Figure 1 Finite-focus beamforming localization principle Figure 2 Virtual array of 90 microphones in MATLAB 

C. Adaptive linearly constrained minimum variance beamforming 

A principle of adaptive beamforming is that the weights are chosen based on the statistics of the received data so that 
the signal-to-noise ratio (SNR) can be improved. That approach enables distinguishment between desired and interference 
signals. A linearly constrained minimum variance (LCMV) beamforming is first introduced in [10]. The algorithm is 
based on the minimum mean square error used to determine array weights. The optimal weights of the LCMV beamformer 
are calculated as follows [9]: 

𝒘𝒘𝒘𝒘𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 = 𝑆𝑆𝑆𝑆−𝑙𝐶𝐶𝐶𝐶(𝐶𝐶𝐶𝐶𝐻𝐻𝐻𝐻𝑆𝑆𝑆𝑆−𝑙𝐶𝐶𝐶𝐶)−𝑙𝑹𝑹𝑹𝑹 (5) 
where S is the sum of the noise and interference covariance matrix, C is the constraint matrix, H is the transpose conjugate 
of a vector, and R is the signal gains due to the constraint. 

The advantages of the LCMV beamforming are that it has higher spatial resolution than the conventional beamformer, 
it is nulling in the direction of interference sources, sidelobes are smaller than in the conventional beamforming, and it 
only requires the direction of arrival to maximize SNR. Disadvantages are low convergence rate and susceptibility to self-
nulling.  

 

Fig. 1. Finite-focus beamforming localization principle    Fig. 2. Virtual array of 90 microphones in MATLAB
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Localization of two simulated sound sources from specified 
angles using IF beamforming and FF beamforming is shown in 
Figure 3a and 3b. Application of IF beamforming for the finite 
distance point source decreases localization accuracy. The 300 Hz 
source is not localized, and the coordinates of the 100 Hz source 
are localized with an error. The center of the source is located at 
approximately [22°, 17°] instead of assigned [30°, 20°]. 

FF beamforming does not increase the spatial resolution. It is 
roughly the same for both algorithms by comparing localizations 
of the 100 Hz source. On the other hand, localization accuracy 
compared to the IF beamforming is higher. The sources are locali-
zed at the exact coordinates.

A higher resolution is achieved by using a developed adapti-
ve FF beamforming algorithm. Compared to the conventional FF 
beamforming algorithm, spatial resolution is increased, as shown 
in Figure 3c.

B.	Measurement	Procedure	in	the	Semi-Anechoic	
Chamber

Measurements are conducted in the semi-anechoic chamber on 
the regulating transformer as a noise source. The dimension of the 
transformer is 1.3 m in width, 1.3 m in length, and 1.6 m in height. 

Nominal data of the regulating transformer are given in Table I. 
The measurement setup with the regulating transformer and the 
wooden frame is shown in Figure 4a. Construction for a beamfor-
ming array consists of a total of 90 holes. Five microphones used 
for sound pressure measurements are shown in Figure 4b. 

Table I.  

Nominal Data Of The Regulating Transformer

Rated power 160 kVA
Rated output voltage 0-500 V
Rated output current 185 A

Frequency 50 Hz
Number of phases 3

Mass 1150 kg

The measurement procedure consisted of a total of 18 mea-
surements. Five sound pressure and voltage signals are recorded in 
each measurement using an acquisition card and laptop with B&K 
software. A voltage transformer is used to lower the voltage in or-
der to measure it using an acquisition card. The measurement setup 
diagram is shown in Figure 4c.

A voltage signal aligns pressure signals as if measured at the 
exact moment. This technique enables the application of the beam-
forming algorithm without having 90 microphones for each mea-
surement position. The regulating transformer is measured at 2 m 
from the source and 2.5 m from the source. Two different distances 
are used as the criteria to validate the method. The sound sour-
ce should be localized at the exact coordinates regardless of the 
distance.

IV. Results
Voltage signals of all 18 measurements and sound pressure si-

gnals of 18 microphone measurements at the first position before 
alignment are shown in Figures 5a and 5c, respectively. The same 
signals after the alignment are shown in Figures 5b and 5d. The 
figure shows that the voltage signal is used as a reference signal, 

Fig. 4. a) Regulating transformer and a wooden frame for a beamforming array in a semi-anechoic chamber b) placement of microphones used for 
measurements of sound pressure c) measurement setup diagram

Fig. 3. Localization of two simulated sound sources at a distance of 2 meters using a) infinite focus beamforming, b) finite focus beamforming, c) finite 
focus adaptive beamforming

III. METHODOLOGY AND MEASUREMENT 
Three different algorithms are tested in this work: 
• Infinite focus (IF) beamforming (conventional) 
• Finite focus (FF) beamforming 
• Finite focus (FF) adaptive beamforming (developed) 

A. Testing algorithms on a virtual array 

A virtual array of 9×10 microphones is created in MATLAB, as shown in Figure 2. The distance between microphones 
is set to 0.44 m. The total size of an array is 3.56 m in height and 4 m in length. The size is selected so that the wooden 
frame with holes for microphone positions can be placed in a semi-anechoic chamber for experimental verification. 

Simulated point sound sources are located at a finite distance of 2 m. The first source is at 100 Hz at the spherical 
coordinates [30°, 20°]. The second source is at 300 Hz at coordinates [-20°, 0°]. Spherical coordinates are marked as 
[azimuth, elevation]. The amplitude of simulated sound pressure is set to 0.1 Pa, in decibels equal to 70.97 dB RMS. 

Localization of two simulated sound sources from specified angles using IF beamforming and FF beamforming is 
shown in Figure 3a and 3b. Application of IF beamforming for the finite distance point source decreases localization 
accuracy. The 300 Hz source is not localized, and the coordinates of the 100 Hz source are localized with an error. The 
center of the source is located at approximately [22°, 17°] instead of assigned [30°, 20°].  

FF beamforming does not increase the spatial resolution. It is roughly the same for both algorithms by comparing 
localizations of the 100 Hz source. On the other hand, localization accuracy compared to the IF beamforming is higher. 
The sources are localized at the exact coordinates. 

A higher resolution is achieved by using a developed adaptive FF beamforming algorithm. Compared to the 
conventional FF beamforming algorithm, spatial resolution is increased, as shown in Figure 3c. 

   
a) b) c) 

Figure 3 Localization of two simulated sound sources at a distance of 2 meters using a) infinite focus beamforming, b) finite focus beamforming, c) 
finite focus adaptive beamforming 

B. Measurement procedure in the semi-anechoic chamber 

Measurements are conducted in the semi-anechoic chamber on the regulating transformer as a noise source. The 
dimension of the transformer is 1.3 m in width, 1.3 m in length, and 1.6 m in height. Nominal data of the regulating 
transformer are given in Table I. The measurement setup with the regulating transformer and the wooden frame is shown 
in Figure 4a. Construction for a beamforming array consists of a total of 90 holes. Five microphones used for sound 
pressure measurements are shown in Figure 4b.  

TABLE I.  NOMINAL DATA OF THE REGULATING TRANSFORMER 

Rated power 160 kVA 
Rated output voltage 0-500 V 
Rated output current 185 A 

Frequency 50 Hz 
Number of phases 3 

Mass 1150 kg 
 

The measurement procedure consisted of a total of 18 measurements. Five sound pressure and voltage signals are 
recorded in each measurement using an acquisition card and laptop with B&K software. A voltage transformer is used to 
lower the voltage in order to measure it using an acquisition card. The measurement setup diagram is shown in Figure 4c. 

   
a) b) c) 

Figure 4 a) Regulating transformer and a wooden frame for a beamforming array in a semi-anechoic chamber b) placement of microphones used for 
measurements of sound pressure c) measurement setup diagram 

A voltage signal aligns pressure signals as if measured at the exact moment. This technique enables the application of 
the beamforming algorithm without having 90 microphones for each measurement position. The regulating transformer 
is measured at 2 m from the source and 2.5 m from the source. Two different distances are used as the criteria to validate 
the method. The sound source should be localized at the exact coordinates regardless of the distance. 

IV. RESULTS 
Voltage signals of all 18 measurements and sound pressure signals of 18 microphone measurements at the first position 

before alignment are shown in Figures 5a and 5c, respectively. The same signals after the alignment are shown in Figures 
5b and 5d. The figure shows that the voltage signal is used as a reference signal, and sound pressure signals are aligned 
accordingly.  

  
a) b) 

  
c) d) 

Figure 5 a) Voltage signals of all 18 measurements before alignment b) after alignment c) sound pressure signals of microphone 1 of all 18 
measurements before alignment d) after alignment 

The localization of regulating transformer total noise for three beamforming algorithms at a distance from 2 m is shown 
in Figure 6. The primary noise source is localized at the right side of the regulating transformer using IF beamforming 
and FF beamforming. As the simulation results from Figure 3 show, the FF beamforming algorithm results in higher 
accuracy. FF adaptive algorithm localized sound dominantly at the upper right corner and at the regulating transformer's 
left side. Resolution is increased compared to non-adaptive algorithms. 

The localization of regulating transformer noise for three beamforming algorithms at significant transformer noise 
harmonics (100 Hz, 200 Hz, etc.) is also conducted. Figure 7 shows the localization at 100 Hz component at 2 m from 
the source. Using FF algorithms (conventional and adaptive), the sound source is localized at the bottom right side of the 
regulating transformer, and by using the IF algorithm, the sound is localized at the upper right side. 
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Fig. 5. a) Voltage signals of all 18 measurements before alignment b) after alignment c) sound pressure signals of microphone 1 of all 18 
measurements before alignment d) after alignment

Fig. 6. Localization of regulating transformer noise at a distance of 2 m from the source using a) conventional infinite focus beamforming, b) finite 
focus beamforming, c) finite focus adaptive beamforming

Fig. 7. Localization of regulating transformer noise at a distance of 2 m from the source at 100 Hz frequency using a) conventional infinite focus 
beamforming, b) finite focus beamforming, c) finite focus adaptive beamforming

   
a) b) c) 

Figure 4 a) Regulating transformer and a wooden frame for a beamforming array in a semi-anechoic chamber b) placement of microphones used for 
measurements of sound pressure c) measurement setup diagram 

A voltage signal aligns pressure signals as if measured at the exact moment. This technique enables the application of 
the beamforming algorithm without having 90 microphones for each measurement position. The regulating transformer 
is measured at 2 m from the source and 2.5 m from the source. Two different distances are used as the criteria to validate 
the method. The sound source should be localized at the exact coordinates regardless of the distance. 

IV. RESULTS 
Voltage signals of all 18 measurements and sound pressure signals of 18 microphone measurements at the first position 

before alignment are shown in Figures 5a and 5c, respectively. The same signals after the alignment are shown in Figures 
5b and 5d. The figure shows that the voltage signal is used as a reference signal, and sound pressure signals are aligned 
accordingly.  

  
a) b) 

  
c) d) 

Figure 5 a) Voltage signals of all 18 measurements before alignment b) after alignment c) sound pressure signals of microphone 1 of all 18 
measurements before alignment d) after alignment 

The localization of regulating transformer total noise for three beamforming algorithms at a distance from 2 m is shown 
in Figure 6. The primary noise source is localized at the right side of the regulating transformer using IF beamforming 
and FF beamforming. As the simulation results from Figure 3 show, the FF beamforming algorithm results in higher 
accuracy. FF adaptive algorithm localized sound dominantly at the upper right corner and at the regulating transformer's 
left side. Resolution is increased compared to non-adaptive algorithms. 

The localization of regulating transformer noise for three beamforming algorithms at significant transformer noise 
harmonics (100 Hz, 200 Hz, etc.) is also conducted. Figure 7 shows the localization at 100 Hz component at 2 m from 
the source. Using FF algorithms (conventional and adaptive), the sound source is localized at the bottom right side of the 
regulating transformer, and by using the IF algorithm, the sound is localized at the upper right side. 

   
a) b) c) 

Figure 6 Localization of regulating transformer noise at a distance of 2 m from the source using a) conventional infinite focus beamforming, b) finite 
focus beamforming, c) finite focus adaptive beamforming 

 

   
a) b) c) 

Figure 7 Localization of regulating transformer noise at a distance of 2 m from the source at 100 Hz frequency using a) conventional infinite focus 
beamforming, b) finite focus beamforming, c) finite focus adaptive beamforming 

The localization of regulating transformer noise at a distance from 2 m at a frequency component of 200 Hz is shown 
in Figure 8. The sound source is localized at the left side of the regulating transformer using FF algorithms (conventional 
and adaptive). Localization of the sound source for IF beamforming is more in the middle and at the bottom of the 
regulating transformer. 
 

   
a) b) c) 

Figure 8 Localization of regulating transformer noise at a distance of 2 m from the source at 200 Hz frequency using a) conventional infinite focus 
beamforming, b) finite focus beamforming, c) finite focus adaptive beamforming 

The localization of regulating transformer noise at a distance from 2 m at a frequency component of 400 Hz is shown 
in Figure 9. The sound source is localized at the upper right side of the regulating transformer using FF algorithms 
(conventional and adaptive). Localization of the sound source for IF beamforming is at the upper left side of the regulating 
transformer. 

The highest resolution is obtained using the FF adaptive beamforming algorithm. Results from measurements at 2 m 
are compared with measurements at 2.5 m. Total noise from Figure 6c, 200 Hz frequency from Figure 8c, and 400 Hz 
from Figure 9c are compared with localizations from Figure 10. 
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Figure 6 Localization of regulating transformer noise at a distance of 2 m from the source using a) conventional infinite focus beamforming, b) finite 
focus beamforming, c) finite focus adaptive beamforming 

 

   
a) b) c) 

Figure 7 Localization of regulating transformer noise at a distance of 2 m from the source at 100 Hz frequency using a) conventional infinite focus 
beamforming, b) finite focus beamforming, c) finite focus adaptive beamforming 

The localization of regulating transformer noise at a distance from 2 m at a frequency component of 200 Hz is shown 
in Figure 8. The sound source is localized at the left side of the regulating transformer using FF algorithms (conventional 
and adaptive). Localization of the sound source for IF beamforming is more in the middle and at the bottom of the 
regulating transformer. 
 

   
a) b) c) 

Figure 8 Localization of regulating transformer noise at a distance of 2 m from the source at 200 Hz frequency using a) conventional infinite focus 
beamforming, b) finite focus beamforming, c) finite focus adaptive beamforming 

The localization of regulating transformer noise at a distance from 2 m at a frequency component of 400 Hz is shown 
in Figure 9. The sound source is localized at the upper right side of the regulating transformer using FF algorithms 
(conventional and adaptive). Localization of the sound source for IF beamforming is at the upper left side of the regulating 
transformer. 

The highest resolution is obtained using the FF adaptive beamforming algorithm. Results from measurements at 2 m 
are compared with measurements at 2.5 m. Total noise from Figure 6c, 200 Hz frequency from Figure 8c, and 400 Hz 
from Figure 9c are compared with localizations from Figure 10. 
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and sound pressure signals are aligned accordingly. The localiza-
tion of regulating transformer total noise for three beamforming 
algorithms at a distance from 2 m is shown in Figure 6. The pri-
mary noise source is localized at the right side of the regulating 
transformer using IF beamforming and FF beamforming. As the 
simulation results from Figure 3 show, the FF beamforming algo-
rithm results in higher accuracy. FF adaptive algorithm localized 
sound dominantly at the upper right corner and at the regulating 
transformer’s left side. Resolution is increased compared to non-
adaptive algorithms.

The localization of regulating transformer noise for three beam-

forming algorithms at significant transformer noise harmonics (100 
Hz, 200 Hz, etc.) is also conducted. Figure 7 shows the localization 
at 100 Hz component at 2 m from the source. Using FF algorithms 
(conventional and adaptive), the sound source is localized at the 
bottom right side of the regulating transformer, and by using the IF 
algorithm, the sound is localized at the upper right side.The loca-
lization of regulating transformer noise at a distance from 2 m at 
a frequency component of 200 Hz is shown in Figure 8. The so-
und source is localized at the left side of the regulating transformer 
using FF algorithms (conventional and adaptive). Localization of 
the sound source for IF beamforming is more in the middle and 
at the bottom of the regulating transformerThe localization of re-

   
a) b) c) 

Figure 6 Localization of regulating transformer noise at a distance of 2 m from the source using a) conventional infinite focus beamforming, b) finite 
focus beamforming, c) finite focus adaptive beamforming 

 

   
a) b) c) 

Figure 7 Localization of regulating transformer noise at a distance of 2 m from the source at 100 Hz frequency using a) conventional infinite focus 
beamforming, b) finite focus beamforming, c) finite focus adaptive beamforming 

The localization of regulating transformer noise at a distance from 2 m at a frequency component of 200 Hz is shown 
in Figure 8. The sound source is localized at the left side of the regulating transformer using FF algorithms (conventional 
and adaptive). Localization of the sound source for IF beamforming is more in the middle and at the bottom of the 
regulating transformer. 
 

   
a) b) c) 

Figure 8 Localization of regulating transformer noise at a distance of 2 m from the source at 200 Hz frequency using a) conventional infinite focus 
beamforming, b) finite focus beamforming, c) finite focus adaptive beamforming 

The localization of regulating transformer noise at a distance from 2 m at a frequency component of 400 Hz is shown 
in Figure 9. The sound source is localized at the upper right side of the regulating transformer using FF algorithms 
(conventional and adaptive). Localization of the sound source for IF beamforming is at the upper left side of the regulating 
transformer. 

The highest resolution is obtained using the FF adaptive beamforming algorithm. Results from measurements at 2 m 
are compared with measurements at 2.5 m. Total noise from Figure 6c, 200 Hz frequency from Figure 8c, and 400 Hz 
from Figure 9c are compared with localizations from Figure 10. 

Fig. 8. Localization of regulating transformer noise at a distance of 2 m from the source at 200 Hz frequency using a) conventional infinite focus 
beamforming, b) finite focus beamforming, c) finite focus adaptive beamforming

Fig. 10. Finite focus adaptive beamforming at a distance of 2.5 meters from the source for localization of regulating transformer a) total noise b) 
noise at 200 Hz frequency c) noise at 400 Hz frequency

Fig. 9. Localization of regulating transformer noise at a distance of 2 m from the source at 400 Hz frequency using a) conventional infinite focus 
beamforming, b) finite focus beamforming, c) finite focus adaptive beamforming

   
a) b) c) 

Figure 9 Localization of regulating transformer noise at a distance of 2 m from the source at 400 Hz frequency using a) conventional infinite focus 
beamforming, b) finite focus beamforming, c) finite focus adaptive beamforming 

 
A comparison of total noise at two distances shows that adaptive beamforming algorithms are unsuitable for total noise 

signals. On the contrary, applying the developed method (FF adaptive beamforming) to the filtered single-frequency 
components (noise harmonics) increased the spatial resolution. Thus, the filtering in combination with an adaptive 
algorithm in the developed method increases the resolution. Also, the sound source is more accurately localized compared 
to the conventional infinite focus beamforming. 

   
a) b) c) 

Figure 10 Finite focus adaptive beamforming at a distance of 2.5 meters from the source for localization of regulating transformer a) total noise b) 
noise at 200 Hz frequency c) noise at 400 Hz frequency 

V. CONCLUSION 

In this paper, three different beamforming algorithms are tested on simulated sources and measurements on the 
regulating transformer used as a noise source in a semi-anechoic chamber. FF beamforming method with the known 
distance of the source compared to the conventional IF beamforming method does not increase the resolution. On the 
other hand, localization accuracy is increased. Except for those two methods, the adaptive FF beamforming method is 
developed and investigated. This method increases spatial resolution and localization accuracy for low-frequency sounds. 
A disadvantage of this method is that it is unsuitable for total noise signals. However, transformer noise is at 100 Hz and 
its harmonics, so it is not a problem to localize specific frequencies at which higher noise levels will occur.  

In future work, the automatization of measurements in the form of a robot following the microphone position path can 
be used. The presented method allows the automatization because a voltage signal aligns pressure signals as if measured 
at the exact moment. Surface vibration measurement using a laser Doppler vibrometer can also be added to the 
automatized robot setup to obtain a complete vibroacoustic picture of the transformer, as a continuation of the authors' 
previous work [11]. 

Theoretically, even a higher array size can be achieved, which results in increasing spatial resolution. There is only a 
limit to the space size in which the sound pressure for beamforming is measured. The following step is to test the method 
in echoic rooms, where applying beamforming and especially adaptive algorithms can be challenging. 
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gulating transformer noise at a distance from 2 m at a frequency 
component of 400 Hz is shown in Figure 9. The sound source is 
localized at the upper right side of the regulating transformer using 
FF algorithms (conventional and adaptive). Localization of the 
sound source for IF beamforming is at the upper left side of the 
regulating transformer.

The highest resolution is obtained using the FF adaptive beam-
forming algorithm. Results from measurements at 2 m are compa-
red with measurements at 2.5 m. Total noise from Figure 6c, 200 
Hz frequency from Figure 8c, and 400 Hz from Figure 9c are com-
pared with localizations from Figure 10.

A comparison of total noise at two distances shows that adap-
tive beamforming algorithms are unsuitable for total noise signals. 
On the contrary, applying the developed method (FF adaptive 
beamforming) to the filtered single-frequency components (no-
ise harmonics) increased the spatial resolution. Thus, the filte-
ring in combination with an adaptive algorithm in the developed 
method increases the resolution. Also, the sound source is more 
accurately localized compared to the conventional infinite focus 
beamforming.

V. Conclusion
In this paper, three different beamforming algorithms are tested 

on simulated sources and measurements on the regulating transfor-
mer used as a noise source in a semi-anechoic chamber. FF beam-
forming method with the known distance of the source compared 
to the conventional IF beamforming method does not increase the 
resolution. On the other hand, localization accuracy is increased. 
Except for those two methods, the adaptive FF beamforming met-
hod is developed and investigated. This method increases spatial 
resolution and localization accuracy for low-frequency sounds. A 
disadvantage of this method is that it is unsuitable for total noise 
signals. However, transformer noise is at 100 Hz and its harmo-
nics, so it is not a problem to localize specific frequencies at which 
higher noise levels will occur. 

In future work, the automatization of measurements in the form 
of a robot following the microphone position path can be used. The 
presented method allows the automatization because a voltage si-
gnal aligns pressure signals as if measured at the exact moment. 
Surface vibration measurement using a laser Doppler vibrometer 
can also be added to the automatized robot setup to obtain a com-
plete vibroacoustic picture of the transformer, as a continuation of 
the authors’ previous work [11]the vibrations on the surfaces of the 
tank wall, stiffeners, and the cover of a 5 MVA transformer experi-
mental model were measured during open-circuit and short-circuit 

transformer tests. Vibration measurements of a transformer tank 
side were conducted at discrete points using two different voltage 
sources in no-load test. Using interpolation functions, the RMS va-
lues of acceleration and vibration velocity are visualized and com-
pared for each considered measurement configuration (no-load 
and load tests and two different excitation sources.

Theoretically, even a higher array size can be achieved, which 
results in increasing spatial resolution. There is only a limit to the 
space size in which the sound pressure for beamforming is mea-
sured. The following step is to test the method in echoic rooms, 
where applying beamforming and especially adaptive algorithms 
can be challenging.
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3D Acoustic Heat-Maps for Transformer Monitoring 
Applications

Ferdinand Fuhrmann, Anna Maly, Martin Blass, Jakub Waikat, Fredi Belavić, Franz Graf

Summary — We present a novel approach for measuring 
and representing acoustic emissions of transformers. The re-
presentation of location-based acoustic emissions enables im-
proved monitoring of transformers, e.g., to detect and predict 
anomalies and failure events. Here, we introduce 3D acoustic 
heatmaps to visualize the sound emission patterns of a tran-
sformer. We use a combined sensing approach consisting of 
a 3D point cloud, a microphone array, and beamforming al-
gorithms to generate the distributed representation of acou-
stic emissions over the entire surface of the transformer. In a 
further step, we intend to apply machine learning methods to 
the generated data to enable early fault prevention and predic-
tive maintenance.

Keywords — Transformer, Audio, Microphone Array, 
Monitoring.

I. Introduction

Transformers are important building blocks of the electri-
cal transmission system. Failure of these components can 
result in long outages as well as high restoration costs for 

the grid operator. Therefore, monitoring the condition of transfor-
mers and predicting potential failure events are of great interest 
to all involved parties. A successful monitoring system can thus 
minimize downtime and prevent transformer failure by triggering 
tailored predictive maintenance. The most common transformer 
monitoring techniques include thermal analysis, winding vibrati-
on, motion and deformation analysis, dissolve gas analysis, partial 
discharge analysis, and tapping under load analysis [1].

II. Background
Transformers emit characteristic noise due to the electroma-

gnetic oscillatory behavior of various internal components [2]. 
These include core and coil oscillations. In addition, partial disc-
harges in the winding insulation and insulating brushes contribute 
to the noise emissions [3]. Moreover, geomagnetically induced 
currents and other DC components of the core cause additional 

noise sources [4]. The combination of the aforementioned factors 
creates a complex sound field that is further influenced by the age 
of the transformer, its loading, and potential anomalies [5]. In this 
paper, a novel approach is developed to use the sound emission 
patterns of a transformer to represent and monitor the transformer 
condition during operation. Modelling the acoustic emissions of a 
transformer enables the detection and prediction of anomalies and 
failure events. With the here- presented system concept, we intro-
duce additional information for transformer monitoring systems 
that established methods do not take into account (see Section 1).

III. System Overview
We present a novel approach to measure and visualize tran-

sformer acoustic emissions. We use the term 3D acoustic heatmap 
because we visualize the distribution of acoustic emissions over 
the entire surface of a transformer.

A lidar-generated 3D model of the transformer consists of 
uniformly distributed voxels. A beamformer algorithm calculates 
the directional sound radiation of each voxel. The values of the 
directional sound radiation result in a 3D acoustic heatmap for each 
desired frequency. These acoustic heatmaps show various infor-
mation about different parameters, including the distributed sound 
pressure levels as well as the local sound sources at characteristic 
frequencies. Using this information, we can create powerful visu-
alization, inspection, and prediction models to assess the condition 
of the transformer.

IV. Wave Propagation Considerations
Spherical Wave versus Planar Wave. The use of a depth 

camera provides a great opportunity to use the information about 
the exact distance of the observed transformer voxels as possible 
sound sources to each microphone. Usually, it is assumed that the 
aperture size of a microphone array is small compared to the dis-
tance to the sound source. In our case, however, it is not. The 
Direction of Arrival (DOA) error of the assumed plane wave is 
therefore no longer negligible.

Figure 1 shows the error of the assumed plane wave. The so-
und travels from sound source to two microphones, separated by 
distance d, via r1 and r2. We choose the first microphone as the re-
ference microphone, so the plane wave is orthogonal to r1 and φ is 
the arrival angle. It can be easily seen that DOASphere = r2 - r1, while 
DOAPlanar = 𝑑 cos φ. Considering the cosine rule, the error resul-
ting from the plane wave assumption depends on three parameters, 
φ, r1 and d, respectively.
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Figure 2 shows the DOA error at different sound source dis-
tances and different microphone distances while keeping the angle 
of arrival at 80°. Figure 3 shows the DOA error at various sound 
source distances and arrival angles while the microphone distance 
is kept at 1 m. The larger the sound source distance, the smaller the 
error. Moreover, the influence of the error is frequency-dependent; 
for frequencies with large wavelengths compared to the DOA error, 
the effect of assuming a plane wave is smaller than for frequencies 
with small wavelengths, i.e., high frequencies are more affected 
than low frequencies. A microphone array with an aperture size of 
about 1 m, a common r1 of 5 m, and an angle of arrival of about 70° 
has a plane-wave assumption error of around 0.1 m. At 500 Hz, this 
becomes a wavelength error of about 52°, with 180° representing 
complete negative interference. The use of a point cloud as possible 
sound source points gives excellent results for acoustic heat maps 
and avoids these errors in assuming plane waves.

V. Implementation
The proposed information processing system consists of a 3D 

model of the transformer created using a LIDAR scan, a microp-
hone array for audio acquisition, and a beamforming algorithm 
for processing the multichannel audio data. In the following, we 
describe the above-mentioned components in detail.

3D Modelling. A 3D model of the transformer created from 
a LIDAR omnidirectional scan serves as a starting point. Using 
an RGB-D image taken with a combined visual sensor (RGB and 
depth), we then register the actual position of the microphone 
array with respect to the 3D model. In this way, we ensure opti-
mal matching of the different sensor modalities, resulting in the 
best possible mapping of the audio data to the point cloud.

Microphone Array. The microphone array has a special 3D 
design that takes into account the desired characteristics in terms 
of sound distribution as well as mechanical stability and durability. 

Fig. 2. Error at arrival angle 80°

Fig. 3. Error at a microphone interdistance of 1m

Fig. 4. 32-channel microphone array construction in icosahedron dome 
geometry.

Fig. 1. Error of the plane wave assumption

Figure 1 shows the error of the assumed plane wave. The sound travels from sound source to two microphones, separated 
by distance d, via r1 and r2. We choose the first microphone as the reference microphone, so the plane wave is orthogonal 
to r1 and φ is the arrival angle. It can be easily seen that DOASphere = r2 - r1, while DOAPlanar = 𝑑𝑑 cosφ. Considering the 
cosine rule, the error resulting from the plane wave assumption depends on three parameters, φ, r1 and d, respectively.  
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The geometry consists of an icosahedron dome V2 [6][7] with a 
radius of 135 cm and 26 vertices mounted on a base plate with 6 ho-
les. This results in 32 sensor positions for ICP electret microphones 
in an IP67 enclosure. The array geometry was chosen based on 
numerical beamforming simulations to achieve an appropriate tra-
deoff between main lobe width and maximum sidelobe levels for 
third-octave center frequencies within 100 Hz and 20 kHz, resul-
ting in a directivity index greater than 10 dB for frequencies above 
200 Hz and greater than 15 dB for frequencies above 800 Hz. The 
effective spatial aliasing-free frequency range with minimal direc-
tionality is 130 Hz to 15 kHz [8]. Fig. 4 and 5 show the array design 
and the microphone enclosures used for data acquisition.

Beamforming. We use delay-and-sum (DAS) beamforming 
[9] to compute the sound arriving from a given direction. Beside 
its straightforward implementation, DAS guarantees artifact-free 
output signals, which is important for any acoustic modelling 
approach that relies on these signals. Furthermore, DAS preserves 
the amplitude ratios with respect to the input signals, which is man-
datory for the calculation of the resulting absolute sound pressure 
values. The use of the 3D point cloud outperforms the typically 
assumed plane wave, especially for short distances between the 

microphone array and the transformer. The voxels on the transfor-
mer surface serve as sound source positions for the beamforming 
algorithm. Therefore, the correct spacing of the 3D point cloud si-
gnificantly improves the radiation pattern.

The obtained sound radiation pattern represents the sound ra-
diation of the transformer at the microphone array position. Altho-
ugh we assume the main sound radiation in the orthogonal directi-
ons of the transformer, the study of the anisotropic behavior will be 
a future step. Fig. 6 and 7 show acoustic heatmaps of a transformer 
for the entire frequency range and a single frequency, respectively. 
Fig. 8 shows the used microphone array mounted on a mobile robot 
for data acquisition in a substation.

VI. Results
As a first result, we use the generated 3D acoustic heatmaps to 

investigate the sound radiation patterns over several characteristic 
frequencies. In practical applications, we use the system to scan 
each side of the transformer; the resulting heat maps visualize the 
all-around radiation patterns at each frequency.
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VII. Conclusions And Outlook
We have presented a novel approach for monitoring the con-

dition of a transformer by creating 3D acoustic heat maps from 
acoustic sensor data. By combining data from a microphone array 
with a 3D model of the transformer, we have developed a power-
ful tool for inspection and modelling. In a next step, we aim to 
build predictive models by applying machine learning techniques 
to 3D acoustic heat maps collected during an automated mea-
surement campaign over 3 months [10]. With these models, we 
aim to automatically predict anomalies as well as potential failure 
events by analyzing the acoustic radiation patterns emitted by the 
transformer.
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Partial Discharge Monitoring of Power Transformers by 
Calibrated UHF Measurements

Martin Siegel, Christoph Kattmann, Chandra Prakash Beura, Michael Beltle, Stefan Tenbohlen

Summary — Partial discharge (PD) measurement is an established 
technique to detect local defects in the oil/paper insulation. They can 
be measured by electrical PD measurements according to IEC 60270 
or by electromagnetic measurements in the ultra-high frequency ran-
ge (UHF: 300 MHz – 3 GHz). The electromagnetic emissions of PD are 
recorded using an UHF sensor which is inserted into the transformer 
tank. The importance of PD measurements is reflected in the stan-
dard for charge-based electrical measurements (IEC 60270). Because 
of the standard, apparent charge, QIEC, became an essential factor 
for determining insulation quality in transformers. To be an accepted 
factor for both, quality testing in factory acceptance tests (FAT) or site 
acceptance tests (SAT) and continuous PD monitoring, the UHF tech-
nology must be as reliable and reproducible as the electrical method. 
To achieve this, a standardized calibration procedure is needed: It 
makes UHF measurement results from different systems comparable. 
Because this calibration procedure was lacking in the past, the UHF 
technology does not provide comparability between measurement 
systems and different sensors, yet. However, it shows advantages for 
on-site acceptance tests like SAT, continuous monitoring, and diagno-
stic purposes. E.g., regarding signal to noise ratios, the possibility for 
localization of PD sources and also for practical reasons like prepara-
tion times and accessibility on-site. This contribution presents a PD 
monitoring system which can be calibrated according to the calibrati-
on process described recently in Cigré TB 861 and two different types 
of UHF PD sensors for power transformers. One sensor type is for 
new transformers using dielectric windows and the other is for retro-
fitting transformers using their DN50/80 drain valves. A recommen-
dation or strategy on where to place window-type UHF sensors at the 
tank of new power transformers is also provided in accordance with 
TB 861. Additionally, this contribution provides a description of the 
calibration process for UHF PD measurement systems consisting of 
two steps: 1) Calibration of the measurement instrument analogous 
to the calibration of the electrical PD measurement circuit using a de-
fined reference signal. 2) Calibration of a UHF sensor using its charac-
teristic antenna factor (AF). Furthermore, it shows three case studies 
from different power transformers equipped with UHF sensors and 
UHF PD monitoring systems.

Keywords — power transformers, partial discharge, PD, UHF, mo-
nitoring, sensors.

I. Introduction

The reliability of the electrical power grid depends on power 
transformers. Significant damage and related costs are incu-
rred when a transformer fails. It is important to find any in-

ternal damage that is critical as soon as possible. To meet the rising 
demand for onsite and offsite measurements, various diagnostic 
techniques have been created [1].

Dissolved gas analysis (DGA) can detect partial discharges in-
directly, and electrical PD measurements in accordance with IEC 
60270 [2], or by electromagnetic measurements in the ultra-high 
frequency range (UHF: 300 MHz – 3 GHz)

[3] can detect PD directly. DGA provides a hint for the poten-
tial presence of Partial Discharge (PD) in transformers. The use 
of direct monitoring methods for transformers is increasing. By 
employing PD measurements, damages to the insulation of power 
transformers can be quickly identified and subsequently repaired, 
thereby reducing the risk of transformer failure [4]. Standardized 
electrical measurement in accordance with IEC 60270, which is 
required for acceptance at routine testing, highlights its importance. 
An indication of the quality of a transformer is the conducted appa-
rent charge QIEC. In terms of monitoring and on-site diagnostics, 
the electromagnetic UHF method is becoming more significant [5]. 
The radiated electromagnetic emissions of PD are recorded using 
an UHF antenna which is installed into the transformer tank. The 
general differences of the propagation paths of both methods are 
shown in Figure 1.
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Abstract— Partial discharge (PD) measurement is an established technique to detect local defects in the oil/paper insulation. 

They can be measured by electrical PD measurements according to IEC 60270 or by electromagnetic measurements in the 
ultra-high frequency range (UHF: 300 MHz – 3 GHz). The electromagnetic emissions of PD are recorded using an UHF sensor 
which is inserted into the transformer tank. The importance of PD measurements is reflected in the standard for charge-based 
electrical measurements (IEC 60270). Because of the standard, apparent charge, QIEC, became an essential factor for 
determining insulation quality in transformers. To be an accepted factor for both, quality testing in factory acceptance tests 
(FAT) or site acceptance tests (SAT) and continuous PD monitoring, the UHF technology must be as reliable and reproducible 
as the electrical method. To achieve this, a standardized calibration procedure is needed: It makes UHF measurement results 
from different systems comparable. Because this calibration procedure was lacking in the past, the UHF technology does not 
provide comparability between measurement systems and different sensors, yet. However, it shows advantages for on-site 
acceptance tests like SAT, continuous monitoring, and diagnostic purposes. E.g., regarding signal to noise ratios, the possibility 
for localization of PD sources and also for practical reasons like preparation times and accessibility on-site. 

This contribution presents a PD monitoring system which can be calibrated according to the calibration process described 
recently in Cigré TB 861 and two different types of UHF PD sensors for power transformers. One sensor type is for new 
transformers using dielectric windows and the other is for retrofitting transformers using their DN50/80 drain valves. A 
recommendation or strategy on where to place window-type UHF sensors at the tank of new power transformers is also 
provided in accordance with TB 861. Additionally, this contribution provides a description of the calibration process for UHF 
PD measurement systems consisting of two steps: 1) Calibration of the measurement instrument analogous to the calibration 
of the electrical PD measurement circuit using a defined reference signal. 2) Calibration of a UHF sensor using its characteristic 
antenna factor (AF). Furthermore, it shows three case studies from different power transformers equipped with UHF sensors 
and UHF PD monitoring systems. 

Index Terms— power transformers, partial discharge, PD, UHF, monitoring, sensors. 

I. INTRODUCTION 

The reliability of the electrical power grid depends on power transformers. Significant damage and related costs are 
incurred when a transformer fails. It is important to find any internal damage that is critical as soon as possible. To meet 
the rising demand for onsite and offsite measurements, various diagnostic techniques have been created [1]. 
Dissolved gas analysis (DGA) can detect partial discharges indirectly, and electrical PD measurements in accordance 
with IEC 60270 [2], or by electromagnetic measurements in the ultra-high frequency range (UHF: 300 MHz – 3 GHz) 
[3] can detect PD directly. DGA provides a hint for the potential presence of Partial Discharge (PD) in transformers. The 
use of direct monitoring methods for transformers is increasing. By employing PD measurements, damages to the 
insulation of power transformers can be quickly identified and subsequently repaired, thereby reducing the risk of 
transformer failure [4]. Standardized electrical measurement in accordance with IEC 60270, which is required for 
acceptance at routine testing, highlights its importance. An indication of the quality of a transformer is the conducted 
apparent charge QIEC. In terms of monitoring and on-site diagnostics, the electromagnetic UHF method is becoming more 
significant [5]. The radiated electromagnetic emissions of PD are recorded using an UHF antenna which is installed into 
the transformer tank. The general differences of the propagation paths of both methods are shown in Figure 1. 

 
Figure 1 Signal propagation of UHF and electrical PD measurement at a  power transformer with internal PD (red) and external PD (blue) [6] 

Fig. 1. Signal propagation of UHF and electrical PD measurement at a 
power transformer with internal PD (red) and external PD (blue) [6]
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Galvanic coupling allows electrical PD signals to travel thro-
ugh the winding before being decoupled by an external coupling 
capacitor or by the C1 capacitance of the bushing for online moni-
toring. As electromagnetic waves, UHF signals travel through the 
transformer’s oil volume. With the exception of non-graded mid- 
and low-voltage bushings, the transformer’s tank and the low-pass 
filter of the high-voltage bushings typically protect the UHF PD 
measurements from outside interference [7]. As a result, when 
compared to the electrical method, UHF has a tendency to be less 
susceptible to outside interference. This is advantageous for mea-
surements made in noisy environments, such as those made during 
continuous PD monitoring and on-site/online PD measurements. 
As a consequence, Cigré Working Group A2-27 recommends in 
TB 343 that all transformers should be equipped with DN50 valves 
for subsequent installation of UHF probes. It also states, that alter-
natively, dielectric windows can be used for UHF sensors [8]. Both 
UHF sensor types are discussed in the next chapter. In the subsequ-
ent chapter, a recommendation for the placement of window-type 
UHF sensors at new power transformers is given. Since 2020, a 
calibration procedure has been introduced [9, 10] which was also 
incorporated into Cigré TB 861 in 2022 [11]. The method is adopted 
from established calibration procedures for EMC measurements of 
radiated emissions defined in CISPR 11 and CISPR 16 [12, 13]. The 
main target is to ensure reproducibility and comparability of UHF 
measurements. Both are mandatory for an UHF measurement pro-
cedure which can be eventual introduced supplementary to IEC 
60270 in the acceptance tests of power transformers.

The primary drawback of the UHF method persists in the de-
mand from many users for a displayed value in picocoulombs (pC) 
out of convention. Unfortunately, establishing a consistent conver-
sion from radiated UHF measurements to galvanically coupled pC 
measurements is not universally feasible. In the future, experience 
must be gained using calibrated UHF measurements to be able to 
classify the resulting measured UHF PD values, as has been done 
with the calibrated pC values according to IEC 60270 in the past. 
One of the main advantages of UHF, the fact that the low-pass fil-
ter effect of the capacitive graded high-voltage bushings typically 
protects UHF PD measurements from outside interference such as 
corona signals, can also be interpreted as a disadvantage for the 
detection of PD directly inside the bushings.

II. UHF PD Monitoring System
A comprehensive UHF PD monitoring system for power tran-

sformers mainly consist of suitable UHF sensors (described in the 
following chapter III) and a measurement system which is capable 
of continuous UHF PD measurement. Such a system should en-
compass the following features and functionalities:

In many cases, having just a single UHF sensor is inadequa-
te for large power transformers because of their size. To address 
this, the measurement system should be equipped with multiple 
analog input channels, enabling simultaneous and ongoing mea-
surement across all these channels. The analog inputs should be 
capable of the UHF frequency range from approx. 100 – 300 MHz 
to 2 – 3 GHz with high sensitivity, e.g. -75 dBm, and high dynamic 
range, e.g. 70 dB. Such a UHF PD measurement system should 
incorporate data storage and processing capabilities to analyze and 
interpret PD measurements effectively, e.g., PRPD and trend vi-
sualizations. A long-term storage of historical PD data is essential 
for trend analysis and diagnostics using monitoring data. Also, it 
should incorporate the option for calibration following the metho-
dology described in Cigré TB 861 [11], as elaborated in chapter IV 
of this publication.

For the use as a stand-alone PD monitoring solution, the system 
should feature isolated relay outputs to trigger alerts and actions. A 

graphical user interface with data visualization tools for real-time 
and historical PD data analysis is essential for stand-alone monito-
ring systems, whereas for seamless integration into overlayed mo-
nitoring or SCADA systems a UHF PD monitoring measurement 
system should support industry-standard communication protocols 
such as ModbusTCP and IEC 61850.

Figure 2a) shows a 2-channel version of a PD monitoring 
system which can be equipped modularly with up to six analog 
input channels for electromagnetic (UHF), electrical charge-based 
(IEC 60270) and acoustic PD measurement. Figure 2b) shows its 
web interface with a rich visualization of live and historical PD 
data. It is also compatible not only with power transformers UHF 
sensors, but also to already installed UHF couplers in GIS for 
example.

Fig. 2. a) PD monitoring system with 2 UHF channels [14]; b) web-
based GUI showing live PD values and PRPDs

III. Types of Uhf PD Sensors
A UHF PD sensor consists of a broadband antenna optimized 

for the UHF frequency range radiated by PD and of its mechani-
cal adaption for installation on power transformers.

A.	Drain	Valve	UHF	Sensor
A UHF drain valve sensor (Figure 3a) is designed for tran-

sformers, which are equipped with standard DN50 or DN80 gate 
valves, shown in Figure 3b. Ball and guillotine valves can also be 
used for sensor installation. To ensure sensor compatibility, it is 
advised to use straight opening valves on new transformers. The 
sensors can be installed temporarily on transformers that are in use 
or being serviced, which is advantageous for on-site diagnostic te-
sts. Permanent installations as a part of an online PD monitoring 
system are, of course, also possible. To ensure adequate sensitivity, 
the UHF sensor’s head must extend into the transformer’s oil spa-
ce. For most sensor types, an immersion depth of about 50 mm is 
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usually a reasonable value [15]. If the UHF antenna remains in the 
pipe of the gate valve, the sensor has only a low sensitivity due to 
the electromagnetic shielding [3].

Figure 3 a) UHF drain valve sensor for DN50 / DN80 gate valves [14]; 
b) Gate valve example for oil valves suited for UHF sensor installation 
with straight opening [15]

B.	Window-Type	UHF	PD	Sensor
For newly constructed transformers or transformers undergo-

ing repairs, window-type UHF sensors, as shown in Figure 4, can 
be welded directly onto the tank wall. The sensor incorporates a 
dielectric window. It consists of a stainless-steel welding ring and a 
high-performance high-temperature and oil-resistant plastic which 
serves as the oil barrier. Low damping is required for UHF signals 
to pass through the plastic. The actual sensor is fixed inside the di-
electric window (on the air side). Its UHF antenna reaches into the 
transformer tank inside the dielectric window. Window-type UHF 
sensors, as opposed to drain valve UHF sensors, can be replaced 
without handling oil. Cigré Working Group D1-37 recommends a 
standard design for the welding ring and dielectric window (shown 
in Figure 4 a) in brochure TB 662 [16] to provide interoperability 
between sensor manufacturers. Dielectric windows can be located 
at the transformer tank wall at any suitable location and compatible 

sensors can then be installed later if needed (UHF PD sensor ready 
setup).

IV. Calibration of UHF PD Measurements
A standardized calibration procedure in accordance with IEC 

60270 ensures the comparability of electrical PD measurement 
systems and allowed the introduction of acceptance values using 
the apparent charge QIEC in the transformer routine tests, although 
the actual PD charge at the fault location remains unknown.

Both the measurable electrical and UHF PD levels are influ-
enced by:

• Type and magnitude of the PD source

• Position of the PD and the related signal attenuation of the 
specific coupling path within the transformer tank

• Sensor sensitivity (the UHF sensor, or the coupling capa-
citor and the quadrupole, respectively)

• Attenuation of measurement cables (more relevant at 
higher frequencies) and the sensitivity of the particular 
measurement device.

The coupling path within the transformer cannot be calibra-
ted for either of the PD measurement techniques, leaving neither 
method’s actual PD source level unknown. By removing the in-
fluences of sensors and recording devices, calibration can be used 
to ensure comparability between various measurement devices [11, 
17].

Similar to the IEC 60270, a calibration procedure can be used to 
standardize UHF PD measurement. The UHF calibration procedu-
re, in contrast to electrical PD calibration, entails two steps: calibra-
tion of the sensor (by its specific frequency dependent conversion 
from input electric field to output voltage) and calibration of the 
combined setup of the entire signal path after the antenna (mea-
surement cable, recording system, amplifier and filters if used).

Therefore, UHF calibration is a two-step process shown in Fi-
gure 5. The first step results in the calibration factor KM and eli-
minates the influence of the signal recorder and additional acce-
ssories, such as additional amplifiers and cable attenuation. This is 
achieved by using a defined pulse fed into the UHF measurement 
system at its connection point to the antenna (no UHF sensor is 
used). This allows any deviations in the measurement to be correc-

III. TYPES OF UHF PD SENSORS 

A UHF PD sensor consists of a broadband antenna optimized for the UHF frequency range radiated by PD and of its 
mechanical adaption for installation on power transformers. 

A. Drain Valve UHF	Sensor 
A UHF drain valve sensor (Figure 3a) is designed for transformers, which are equipped with standard DN50 or 
DN80 gate valves, shown in Figure 3b. Ball and guillotine valves can also be used for sensor installation. To 
ensure sensor compatibility, it is advised to use straight opening valves on new transformers. The sensors can be 
installed temporarily on transformers that are in use or being serviced, which is advantageous for on-site 
diagnostic tests. Permanent installations as a part of an online PD monitoring system are, of course, also possible. 
To ensure adequate sensitivity, the UHF sensor's head must extend into the transformer's oil space. For most 
sensor types, an immersion depth of about 50 mm is usually a reasonable value [15]. If the UHF antenna remains 
in the pipe of the gate valve, the sensor has only a low sensitivity due to the electromagnetic shielding [3]. 
 

        

 Figure 3 a) UHF drain valve sensor for DN50 / DN80 gate valves [14]; 
b)   Gate valve example for oil valves suited for UHF sensor installation with straight opening  [15] 

B. Window-Type	UHF PD	Sensor 
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 b) Installed window-type UHF   
 sensors on a power transformer;

c) Dielectric window with blind cover plate 
(UHF PD sensor ready setup)
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ted. The second step is performed with the KS calibration factor. It 
considers the characteristics of a single sensor, namely its antenna 
factor (AF), during calibration. The AF represents the ability of a 
sensor to convert the electric field strength into a voltage signal. It 
can be measured, for example, with a defined and traceable setup, 
such as a GTEM cell [18, 19]. These characteristics must be deter-
mined by the UHF sensor manufacturer as a precondition so it can 
then be calculated into the system calibration [9]. The product of 
both factors with the measured voltage Ui results in the calibrated 
measured UHF field strength EUHF. which allows comparability 
between different measurements [9].

V. Sensor Placement Recommendation for UHF 
PD Monitoring

To be used as a tool for acceptance test, it is necessary that 
the sensitivity of a PD measuring technique is sufficient to detect 
ideally all PDs within a power transformer. Based on experimental 
results obtained from a 300 MVA, 420 kV transformer, a single 
UHF sensor is unable to provide coverage of the entire tank wit-
hout the signal becoming noisy [20]. Therefore, at least two sen-
sors are required to provide complete coverage of most tanks. In 
addition, two sensors are necessary for the performance check pro-
cedure (where an impulse is injected into the first sensor and mea-
sured by the second to check if both sensors are installed correctly 
meaning electromagnetically not shielded from the inside of the 
transformer). Therefore, with respect to factory acceptance tests, 

two sensors are deemed to be sufficient. However, for UHF based 
PD source localization, four (shown in Figure 6b) or six sensors are 
recommended [11].

Results from simulations conducted on a validated power tran-
sformer model [21] indicate that if a PD source is located within 
the windings, electromagnetic waves cannot propagate through 
the outer layer of windings. Instead, upon encountering the inner 
surface of the outer winding, the waves are reflected both radi-
ally (inward) and axially (along the cooling channels). The axially 
reflected waves emerge from the top and bottom of the windin-
gs and eventually propagate through the oil space in the tank. The 
simulated propagation characteristics of the waves, which can be 
observed in Figure 6a, have implications on the sensor positioning: 
The sensors should be ideally placed above and below the highest 
and lowest points of the windings, respectively. The different co-
lors show the electromagnetic field (its electric field strength) 
emitted by a PD in the center of the main insulation gap between 
HV and LV winding at 12 ns after the PD inception. Simulation 
results show that above the top height of the winding, detection of 
EM waves is indeed possible. Thus, the red lines representing the 
windings bottom / top in Figure 6a represent the installation height 
thresholds of UHF PD sensors. Experimental results demonstrate 
that complete tank coverage is achieved by installing one sensor 
on each lengthwise wall of the transformer tank. [20]. Ideally, the 
sensors should be positioned at the maximum achievable spatial 
separation from each other to optimize coverage. Additionally, 
they should be located in areas with low electric field stress. Expe-
riments conducted on a transformer indicate that UHF sensors 

Fig. 5. Determination of the calibrated UHF field strength [10]

IV. CALIBRATION OF UHF PD MEASUREMENTS 

A standardized calibration procedure in accordance with IEC 60270 ensures the comparability of electrical PD 
measurement systems and allowed the introduction of acceptance values using the apparent charge QIEC in the transformer 
routine tests, although the actual PD charge at the fault location remains unknown. 
 
Both the measurable electrical and UHF PD levels are influenced by: 
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• Attenuation of measurement cables (more relevant at higher frequencies) and the sensitivity of the particular 

measurement device. 
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dependent conversion from input electric field to output voltage) and calibration of the combined setup of the entire signal 
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Therefore, UHF calibration is a two-step process shown in Figure 5. The first step results in the calibration factor KM and 
eliminates the influence of the signal recorder and additional accessories, such as additional amplifiers and cable 
attenuation. This is achieved by using a defined pulse fed into the UHF measurement system at its connection point to the 
antenna (no UHF sensor is used). This allows any deviations in the measurement to be corrected. The second step is 
performed with the KS calibration factor. It considers the characteristics of a single sensor, namely its antenna factor (AF), 
during calibration. The AF represents the ability of a sensor to convert the electric field strength into a voltage signal. It 
can be measured, for example, with a defined and traceable setup, such as a GTEM cell [18, 19]. These characteristics 
must be determined by the UHF sensor manufacturer as a precondition so it can then be calculated into the system 
calibration [9]. The product of both factors with the measured voltage Ui results in the calibrated measured UHF field 
strength EUHF. which allows comparability between different measurements [9]. 
 

 
Figure 5 Determination of the calibrated UHF field strength [10] 
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To be used as a tool for acceptance test, it is necessary that the sensitivity of a PD measuring technique is sufficient to 
detect ideally all PDs within a power transformer. Based on experimental results obtained from a 300 MVA, 420 kV 
transformer, a single UHF sensor is unable to provide coverage of the entire tank without the signal becoming noisy [20]. 
Therefore, at least two sensors are required to provide complete coverage of most tanks. In addition, two sensors are 
necessary for the performance check procedure (where an impulse is injected into the first sensor and measured by the 
second to check if both sensors are installed correctly meaning electromagnetically not shielded from the inside of the 
transformer). Therefore, with respect to factory acceptance tests, two sensors are deemed to be sufficient. However, for 
UHF based PD source localization, four (shown in Figure 6b) or six sensors are recommended [11]. 
Results from simulations conducted on a validated power transformer model [21] indicate that if a PD source is located 

Fig. 6. a) Electromagnetic wave propagation in the tank after 12 ns (sideview) [21]; b) Example for window-type UHF sensor positioning with four 
sensors [20] complying to the recommendations above.

within the windings, electromagnetic waves cannot propagate through the outer layer of windings. Instead, upon 
encountering the inner surface of the outer winding, the waves are reflected both radially (inward) and axially (along the 
cooling channels). The axially reflected waves emerge from the top and bottom of the windings and eventually propagate 
through the oil space in the tank. The simulated propagation characteristics of the waves, which can be observed in Figure 
6a, have implications on the sensor positioning: The sensors should be ideally placed above and below the highest and 
lowest points of the windings, respectively. The different colors show the electromagnetic field (its electric field strength) 
emitted by a PD in the center of the main insulation gap between HV and LV winding at 12 ns after the PD inception. 
Simulation results show that above the top height of the winding, detection of EM waves is indeed possible. Thus, the red 
lines representing the windings bottom / top in Figure 6a represent the installation height thresholds of UHF PD sensors. 
Experimental results demonstrate that complete tank coverage is achieved by installing one sensor on each lengthwise 
wall of the transformer tank. [20]. Ideally, the sensors should be positioned at the maximum achievable spatial separation 
from each other to optimize coverage. Additionally, they should be located in areas with low electric field stress. 
Experiments conducted on a transformer indicate that UHF sensors installed on the lengthwise walls of the transformer 
tank exhibit improved performance when the propagation of electromagnetic waves from the source to the sensor is direct, 
meaning that minimal obstructions are present. [20]. If the PD occurs near the lead exits, the propagation path can be 
assumed to be direct. PD inside the windings will inevitably follow an indirect propagation path to reach the sensors (see 
Figure 6a). Consequently, sensor placement should be determined by signal attenuation concerning both the signal's 
propagation distance and its propagation path.  
 

 
Figure 6 a) Electromagnetic wave propagation in the tank after 12 ns (side view) [21]; 

b) Example for window-type UHF sensor positioning with four sensors [20] complying to the recommendations above. 

An assessment of sensor performance reveals that positions with the least signal attenuation are found near the outer 
return limbs of the yoke, as indicated by the markings in Figure 6b [22]. Positioned at these locations, sensors exhibit 
relatively superior performance in comparison to others. Another advantageous aspect of siting a sensor in proximity to 
the outer return limb is the diminished electric field stress experienced, as the sensor remains further away from the 
windings, see next paragraph. Hence, it is advisable to place the sensors near the outer limbs of the core forming a diagonal 
pattern on opposing sides of the tank wall. 
For safety reasons, dielectric windows need to be placed in regions with low electric field strength with sufficient distance 
from the windings and HV lead terminals. Otherwise, for areas with high electrical field strength the air inside the pocket 
of the dielectric window could lead to PD. It is advisable to follow estimated guidelines regarding the minimum 
installation distances with respect to the HV winding. For windings rated at 420 kV, 230 kV, and 130 kV, the minimum 
distances of 1.5 m, 1 m, and 0.8 m, respectively, are recommended [11]. 
 

VI. USE CASES 

In this chapter, three UHF PD monitoring use cases are presented, each possessing distinct characteristics. One case 
describes the installation on new power transformers, one describes a retrofit on an old power transformer with known 
PD issues and one describes the use of UHF PD monitoring after a power transformer fault and repair. The cases occurred 
prior to the release of CIGRÉ TB 861; as a result, calibration was not conducted on the systems in use. Therefore, the 
shown PRPD plots show the raw input data of the measurement system (in millivolts). 

A. Online	Monitoring	of	Four	Identical New Power Transformers 
A UHF PD monitoring system was installed at two substations, each equipped with 130 kV power transformers. 
A total of 12 window-type UHF sensors was installed during the manufacturing of the transformers. Each 
transformer was connected to a 3-channel PDM-600 PD monitoring system during commissioning, see Figure 
7. 
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installed on the lengthwise walls of the transformer tank exhibit 
improved performance when the propagation of electromagnetic 
waves from the source to the sensor is direct, meaning that mini-
mal obstructions are present. [20]. If the PD occurs near the lead 
exits, the propagation path can be assumed to be direct. PD inside 
the windings will inevitably follow an indirect propagation path to 
reach the sensors (see Figure 6a). Consequently, sensor placement 
should be determined by signal attenuation concerning both the 
signal’s propagation distance and its propagation path.

An assessment of sensor performance reveals that positions 
with the least signal attenuation are found near the outer return 
limbs of the yoke, as indicated by the markings in Figure 6b [22]. 
Positioned at these locations, sensors exhibit relatively superior 
performance in comparison to others. Another advantageous as-
pect of siting a sensor in proximity to the outer return limb is the 
diminished electric field stress experienced, as the sensor remains 
further away from the windings, see next paragraph. Hence, it is ad-
visable to place the sensors near the outer limbs of the core forming 
a diagonal pattern on opposing sides of the tank wall.

For safety reasons, dielectric windows need to be placed in re-
gions with low electric field strength with sufficient distance from 
the windings and HV lead terminals. Otherwise, for areas with high 
electrical field strength the air inside the pocket of the dielectric 
window could lead to PD. It is advisable to follow estimated gu-
idelines regarding the minimum installation distances with respect 
to the HV winding. For windings rated at 420 kV, 230 kV, and 130 
kV, the minimum distances of 1.5 m, 1 m, and 0.8 m, respectively, 
are recommended [11].

VI. Use Cases
In this chapter, three UHF PD monitoring use cases are presen-

ted, each possessing distinct characteristics. One case describes the 

installation on new power transformers, one describes a retrofit on 
an old power transformer with known PD issues and one describes 
the use of UHF PD monitoring after a power transformer fault and 
repair. The cases occurred prior to the release of CIGRÉ TB 861; 
as a result, calibration was not conducted on the systems in use. 
Therefore, the shown PRPD plots show the raw input data of the 
measurement system (in millivolts).

A.	Online	Monitoring	of	Four	Identical	New	
Power	Transformers

A UHF PD monitoring system was installed at two substations, 
each equipped with 130 kV power transformers. A total of 12 win-
dow-type UHF sensors was installed during the manufacturing of 
the transformers. Each transformer was connected to a 3-channel 
PDM-600 PD monitoring system during commissioning, see Fi-
gure 7.

In service, PD warnings were triggered on two systems 
shortly after energization of the transformers. The remote analysis 
of the PRPDs revealed a stable pattern (see Figure 8, raw input 
data shown). Other monitoring equipment did not measure any 
irregularities.

The patterns indicated air bubbles in oil. The source of these 
gases might be a weakness in the insulation system or an improper 
filling of the transformer (e.g. non-degassed oil, improper vacuum) 
and be prone to damages in the future. It was decided to continue 
normal operation and observe the PD level and patterns for any 
increase in activity or change in pattern shape. After a few days, 
the patterns disappeared on both transformers. Accordingly, it was 
probably not a defect that was outgassing, but trapped air during 
filling with oil. Since then, monitoring continued and there have 
been no more abnormalities in the PD data.

Fig. 7.: Topology of PD monitoring installation with four transformers in two substations
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Fig. 8. PRPDs recorded at two of four transformers.

B.	Online	Monitoring	of	a	50-year-old	120	MVA,	
110	/	10	kV	Generator	Transformer

This case study presents PD monitoring data of a 50-year-old 
110 / 10 kV, 120 MVA generator transformer, which has been moni-
tored for more than six years. Prior to this, the transformer was as 
a spare unit out of service for eight years. A condition assessment 
before bringing the unit back into service indicated PD: conventio-
nal PD measurements, according to IEC 60270 [2], indicating that 
the transformer had several active PD sources at nominal voltage 
UN with a maximum of 1000 pC.

Due to the lack of standard rules and threshold values to assess 
old transformers, it was decided that the unit can only be put back 
into service with continuous PD monitoring. For permanent ob-
servation of PD data, a UHF PD monitoring system with a single 
UHF drain valve sensor was installed (only one gate valve was 
available). Furthermore, voltages, load currents, top-oil / ambient 
temperatures, mechanical vibrations, and dissolved gases were 
recorded. The PD trend was used as an indicator to determine if 
the insulation defects are worsening. PRPD monitoring data con-
firmed the presence of more than one PD source. The PDs were not 
permanently present despite operation of the transformer. Figure 
9a shows a UHF PRPD pattern and Figure 9b the same PRPD data 
time- resolved, whereas the color gradient in Figure 9a represents 
the number of recorded PD per minute and in Figure 9b the UHF 
amplitude. The UHF PRPD pattern in Figure 9a shows the PRPD 
data from Figure 9b from a measurement time set t1 = 240 min to 
t2 = 420 min. High UHF signals occurred in this timeframe which 
triggered the PD alarm of the system. During this time frame, the 
amplitude and number of PDs stayed constant and did not get wor-
se, so it was decided to keep the transformer in service, but under 
close surveillance. After 3 h of high amplitudes, the PD event 
vanished, and PD activity normalized. The measured combined 
dissolved fault gases started to increase approx. 4 h after the high 
amplitude PD event was already over.

 Figure 10 shows the trend view of the PD amplitude correla-
ted to the combined dissolved gas value.

Fig. 10. UHF PD value (top plot) correlated with combined dissolved gas 
(Hydran) value in ppm (bottom plot)

The alarm threshold for the fault gas value was exceeded 
approx. 7 h after the high amplitude PD event started. This delay 
is caused by the gas solubility and dispersion in the transformer. 
The event illustrates the advantage of direct PD monitoring. The 
UHF PD monitoring system provides an instant alarm in case of 
PD events, and PD can be observed using PRPDs and trend views. 
In contrast, the DGA monitoring alarm occurs with several hours 
delay (in this case) and no detailed information about the causing 
PD itself.

C.	Online	Monitoring	of	Repaired	40	MVA,	123	kV	
Substation	Transformer

After internal flashover, the active part of a 15-year-old 123 kV 
substation transformer was cleaned from deposits and carbon par-
ticles. After repair, an induced voltage test with partial discharge 
measurement (IVPD) according to IEC 60076-3 was performed 

 
Figure 7: Topology of PD monitoring installation with four transformers in two substations 

In service, PD warnings were triggered on two systems shortly after energization of the transformers. The remote 
analysis of the PRPDs revealed a stable pattern (see Figure 8, raw input data shown). Other monitoring equipment 
did not measure any irregularities. 
The patterns indicated air bubbles in oil. The source of these gases might be a weakness in the insulation system 
or an improper filling of the transformer (e.g. non-degassed oil, improper vacuum) and be prone to damages in 
the future. It was decided to continue normal operation and observe the PD level and patterns for any increase in 
activity or change in pattern shape. After a few days, the patterns disappeared on both transformers. Accordingly, 
it was probably not a defect that was outgassing, but trapped air during filling with oil. Since then, monitoring 
continued and there have been no more abnormalities in the PD data. 
 

     
Figure 8: PRPDs recorded at two of four transformers. 

B. Online	Monitoring	of	a	50-year-old 120 MVA, 110 / 10 kV	Generator Transformer 
This case study presents PD monitoring data of a 50-year-old 110 / 10 kV, 120 MVA generator transformer, 
which has been monitored for more than six years. Prior to this, the transformer was as a spare unit out of service 
for eight years. A condition assessment before bringing the unit back into service indicated PD: conventional PD 
measurements, according to IEC 60270 [2], indicating that the transformer had several active PD sources at 
nominal voltage UN with a maximum of 1000 pC. 
Due to the lack of standard rules and threshold values to assess old transformers, it was decided that the unit can 
only be put back into service with continuous PD monitoring. For permanent observation of PD data, a UHF PD 
monitoring system with a single UHF drain valve sensor was installed (only one gate valve was available). 
Furthermore, voltages, load currents, top-oil / ambient temperatures, mechanical vibrations, and dissolved gases 
were recorded. The PD trend was used as an indicator to determine if the insulation defects are worsening. PRPD 
monitoring data confirmed the presence of more than one PD source. The PDs were not permanently present 
despite operation of the transformer. Figure 9a shows a UHF PRPD pattern and Figure 9b the same PRPD data 
time- resolved, whereas the color gradient in Figure 9a represents the number of recorded PD per minute and in 
Figure 9b the UHF amplitude. The UHF PRPD pattern in Figure 9a shows the PRPD data from Figure 9b from 
a measurement time set t1 = 240 min to t2 = 420 min. High UHF signals occurred in this timeframe which 
triggered the PD alarm of the system. During this time frame, the amplitude and number of PDs stayed constant 
and did not get worse, so it was decided to keep the transformer in service, but under close surveillance. After 
3 h of high amplitudes, the PD event vanished, and PD activity normalized. The measured combined dissolved 
fault gases started to increase approx. 4 h after the high amplitude PD event was already over. 

    
Figure 9 a) UHF PRPD (section 240 min – 420 min in b)); b) time-resolved PRPD (2-dimensional simplification, no #PDs shown) 
 
Figure 10 shows the trend view of the PD amplitude correlated to the combined dissolved gas value. 
 

 
Figure 10 UHF PD value (top plot) correlated with combined dissolved gas (Hydran) value in ppm (bottom plot) 

The alarm threshold for the fault gas value was exceeded approx. 7 h after the high amplitude PD event started. 
This delay is caused by the gas solubility and dispersion in the transformer. The event illustrates the advantage 
of direct PD monitoring. The UHF PD monitoring system provides an instant alarm in case of PD events, and 
PD can be observed using PRPDs and trend views. In contrast, the DGA monitoring alarm occurs with several 
hours delay (in this case) and no detailed information about the causing PD itself. 

C. Online	Monitoring	of	Repaired	40 MVA,	123 kV	Substation	Transformer 
After internal flashover, the active part of a 15-year-old 123 kV substation transformer was cleaned from deposits 
and carbon particles. After repair, an induced voltage test with partial discharge measurement (IVPD) according 
to IEC 60076-3 was performed with 80% of the original test level. The test voltage was provided by an inverter. 
During service, the switching operation of the thyristors produced an interference level of more than 3 nC for 
the IEC 60270 charge-based PD measurement, which increased to approx. 7.8 nC with increased voltage. Figure 
11 shows the charge-based PRPD with thyristor driven disturbances igniting six times within one period. The 
detection and evaluation of PD with the IEC 60270 based PD measurement system was therefore not possible. 
 

 
Figure 11 charge-based PRPD according to IEC 60270 with inverter-fed disturbances during factory induced voltage test. 

Therefore, the induced voltage test was repeated by using the UHF PD measurement technique which was not 
affected by the inverter sources. UHF measurements showed significant internal PD (see Figure 12a and Figure 
12b). Due to this critical test result, the transformer was equipped with an online PD monitoring system to assess 
the insulation condition on a permanent basis. Regular oil samplings with particle counting were also carried 
out. 

a) b) 

Fig 9. a) UHF PRPD (section 240 min – 420 min in b);   b) time-resolved PRPD (2-dimensional simplification, no #PDs shown)
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with 80% of the original test level. The test voltage was provided 
by an inverter. During service, the switching operation of the thyri-
stors produced an interference level of more than 3 nC for the IEC 
60270 charge-based PD measurement, which increased to approx. 
7.8 nC with increased voltage. Figure 11 shows the charge-based 
PRPD with thyristor driven disturbances igniting six times within 
one period. The detection and evaluation of PD with the IEC 60270 
based PD measurement system was therefore not possible.

Fig 11. charge-based PRPD according to IEC 60270 with inverter-fed 
disturbances during factory induced voltage test.

Therefore, the induced voltage test was repeated by using the 
UHF PD measurement technique which was not affected by the in-
verter sources. UHF measurements showed significant internal PD 

(see Figure 12a and Figure 12b). Due to this critical test result, the 
transformer was equipped with an online PD monitoring system to 
assess the insulation condition on a permanent basis. Regular oil 
samplings with particle counting were also carried out.

For UHF PD monitoring, two UHF drain valve sensors were 
installed on two DN80 oil gate valves. Sensor 1 was mounted on 
the oil drain valve at the bottom of the tank, while sensor 2 was 
mounted on the oil valve on top of the tank. Both antennas were 
installed with an insertion depth of 50 mm to ensure adequate 
sensitivity.

The online PD monitoring system detected PD activity by both 
UHF sensors (see Figure 13). The amplitude of the top UHF sensor 
was higher, see Figure 13b.

Figure 14 illustrates a significant dependence of PD amplitude 
on oil temperature. This dependence is evident in both short-term 
and long-term trends. It may result from the temperature-depen-
dent floating behavior of carbon particles that remained within the 
active part, despite cleaning efforts.

The sustained decline in PD activity over the long term was 
further validated by DGA samples, as depicted in Figure 15. No-
netheless, owing to the considerably reduced time resolution of 
DGA analyses when compared to UHF PD monitoring, operatio-
nal factors such as oil temperature or loading cannot be observed. 
This use case illustrates how continuous UHF PD monitoring can 
ensure the secure operation of a network, even in the presence of a 
problematic transformer.

    
Figure 9 a) UHF PRPD (section 240 min – 420 min in b)); b) time-resolved PRPD (2-dimensional simplification, no #PDs shown) 
 
Figure 10 shows the trend view of the PD amplitude correlated to the combined dissolved gas value. 
 

 
Figure 10 UHF PD value (top plot) correlated with combined dissolved gas (Hydran) value in ppm (bottom plot) 
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Figure 12 PRPD pattern during factory induced voltage test measured using a UHF drain valve sensor (top);  
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Figure 13 PRPD pattern during operation; a) bottom b) top 
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Figure 14 Monitoring data a) 12 days b) 6 months 
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presence of a problematic transformer. 
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VII. Conclusions
Power transformers are critical to the reliability of the electrical 

power grid. Transformer failures result in significant damage and 
associated costs. All critical internal damage should be detected 
at an early stage. In addition to the standardized and widely used 
charge-based PD measurement in factory acceptance tests, it is ad-
visable to consider electromagnetic PD measurement in the UHF 
range, particularly for assessing power transformers on-site and for 
continuous online monitoring. As per Cigré TB 861, UHF is re-
commended for both factory acceptance tests in conjunction with 
IEC 60270 electrical PD measurements and for permanent on-site 
PD monitoring. This recommendation stems from its advantages, 
including high sensitivity and reduced susceptibility to external 
disturbances.

Out of the two types of UHF PD sensors for power transfor-
mers introduced, the drain valve sensors can be installed in tran-
sformers equipped with standard DN50 or DN80 gate valves, whe-
reas window-type UHF sensors are installed in dielectric windows 
provided on the transformer tank wall (meaning usually during 
construction of a new transformer). The former type is limited by 
the number and the location of available gate valves but can be 
used for retrofitting, while the dielectric windows can be placed 
on the transformer tank wherever desirable on new transformers.

An all-in-one UHF PD monitoring system was introduced, 
which can be used as a standalone PD monitoring or easily in-
tegrated in existing SCADA/monitoring systems using various 
protocols. It is one of the first UHF PD monitoring system which 
implemented the UHF calibration procedure recently published in 
Cigré TB 861. This procedure is needed to obtain two targets: to 
provide comparability and reproducibility of UHF measurement 
results from different systems and to incorporate any UHF sensor 
(with known antenna factor) into individual setups. The UHF ca-
libration process consists of two different steps. The first step pro-
vides calibration factor KM of the entire setup without the antenna 
The second must be performed by the antenna manufacturer, be-

cause the specific antenna characteristics of the UHF sensor (given 
by the antenna factor).

The positioning of UHF PD sensors on power transformers 
was discussed. In alignment with the proposal from Cigré TB 861, 
it is strongly recommended to place at least two sensors to achieve 
comprehensive and sensitive coverage throughout the entire tank. 
Additionally, using two sensors allows for performance checks. A 
reasonable setup consists of four sensors on the tank wall, facilita-
ting UHF-driven localization. UHF installations are cost-effective, 
as they involve the installation of inexpensive valves or dielectric 
windows at the factory, with the option to add sensors later, as nee-
ded. The optimal sensor positions are near the outer limbs of the 
core, arranged diagonally on opposing sides of the tank wall, as 
they offer both sensitivity to UHF signals and a sufficient distance 
from the high voltage of the active part.

Three case studies of continuous UHF PD monitoring were 
presented. These studies exemplify the high sensitivity of the UHF 
method in three distinct scenarios and showcase the minimal noise 
and interference levels in UHF measurements at transformers in 
service. In terms of asset management, the examples highlight how 
PD monitoring can provide additional information to support de-
cision-making processes. For instance, continuous PD monitoring 
can enable the continued operation of a transformer, even in cases 
where concerns exist about the equipment.
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Local Aggregator Enhanced Possibilities Coupling 
Energy Savings and Demand Response Activations

L. Luttenberger Marić, D. Borić, H. Keko, J. Aranda, M. Kirinčić

Summary — This paper explores the role of energy communities 
and local flexibility aggregators in decentralized and decarbonized 
energy systems. Challenges in the technical and regulatory frame-
works of aggregators, with an emphasis on data collection issues, are 
identified. This work focuses on the essential considerations of cou-
pling long-term energy savings and short-term flexibility activations 
within a unified program. The paper highlights potential conflicts in 
optimization goals and emphasizes the necessity for a clear and user-
friendly communication between aggregators or energy communi-
ties and consumers in order to maintain consumer engagement. The 
importance of accessible applications for consumer engagement is 
stressed, with a prioritization of semantic data integration over in-
creased sampling frequency. Sustainable business models are argued 
for, centred on consistent monitoring of energy savings. Not all con-
sumers are comfortable with in-depth data analysis. The paper sug-
gests the adoption of user-friendly applications for straightforward 
program monitoring. Emphasis is placed on meaningful data inter-
pretation through semantic integration, rather than a mere increase 
in data sampling frequency. The argument supports sustainable busi-
ness models that prioritize consistent monitoring of energy savings 
and flexibility over reliance on large datasets with limited analytical 
value. In conclusion, the paper contributes insights into user-centric 
approaches for sustainable energy communities, emphasizing the in-
tegration of long-term energy savings and short-term flexibility with-
in a coherent program.

Keywords — aggregator, demand side flexibility, energy savings, 
monitoring and verification, data collection

I. Introduction

The energy system is undergoing continuous changes in the 
paradigms of energy trading from various heterogeneous 
sources. At the same time, distributed energy sources (DER) 

provide diverse aggregation opportunities for the newly emerg-
ing energy communities and local flexibility aggregators [1]. By 
aggregating the granular contributions of individual sources, flex-
ibility aggregators appear as innovative and respectable at system 

scale flexibility sources at the local level [2]. The amalgamation of 
various DER, properly selected, categorized, aggregated, and opti-
mized, is opening the path for local flexibility aggregators and en-
ergy communities to explore new revenue opportunities on the en-
ergy market. Additionally, flexibility aggregators overcome socio-
logical and technological obstacles and activate final consumers in 
the demand response flexibility programs, where consumers adjust 
their energy usage based on power grid conditions or price signals.

The limiting factors to unleash their market potential are nu-
merous: challenging  assessment of the actual flexibility potential 
in households due to scarcity or absence of historical data with 
the desired granularity, overall lack of information of the installed 
loads in households [3], the inconsistency between quality and 
quantity of collected data, low level of interoperability between the 
installed equipment [4], response of consumers to external stimuli, 
varying socio-economic conditions of consumers [5] and invest-
ment possibilities in home equipment, availability of the energy 
infrastructure (i.e. district heating networks), different building 
energy performances [6] and climatological conditions, etc. The 
creation of a sustainable business model for a local flexibility ag-
gregator is a demanding task, especially while considering invest-
ment costs which are essential to provide an adequate information 
and communication framework for data collection, processing, 
and direct load control for home equipment. In addition, flexibil-
ity aggregator should establish a fair compensation for the activa-
tion of flexibility of their users (consumers), therefore creating a 
programme which is adapted to the needs of users, based on their 
specific characteristics, needs and requirements [7].

The fragmented and very often diverse household market rep-
resents both a challenge and an opportunity for the introduction 
of new business models [8]. The synergetic approach that com-
bines long-term energy savings achieved through energy efficiency 
measures and short-term energy savings achieved through flexibil-
ity activations opens an opportunity for flexibility aggregators to 
participate in both energy and energy savings markets. In the paper, 
the principal challenges of participating in both of these markets 
are assembled and the most indicative approach given the current 
technical and regulatory situation is discussed. 

II. Approach
The paper analyses the requirements for establishing a busi-

ness model which blends the opportunities for obtaining energy 
savings on one side and to activate the available demand flexibi-
lity and make it available to network operators on the other. The 
two services are independent and complementary, enabling buil-
ding residents to enjoy energy savings derived from behavioural 
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change recommendations based on advanced data analytics, and 
direct remuneration from demand side flexibility aggregated by 
demand response aggregators and traded in open markets operated 
by network operators for grid management and balancing. Both 
services can be delivered simultaneously using the same real-ti-
me building data and are not contradictory. Savings come from 
direct choices made by resident users as a result of behavioural re-
commendations while aggregated demand flexibility is requested 
and remunerated by network operators benefiting from short-term 
flexibility for congestion management and grid balancing. De-
mand response can be triggered via short term activations delive-
red by households’ consumers, paying specific attention to robust 
approach in terms of low availability of the data. The introduction 
of energy efficiency measured in households and the implementa-
tion of demand response flexibility programmes are occurrences 
that could be monitored synergistically for the purpose of achie-
ving common goals in the energy transition. The values of both 
energy efficiency and demand response directly depend on daily, 
seasonal, and annual factors which are influencing energy con-
sumption patterns.

A.	The	Aspects	for	Establishing	a	Business	
Model	of	A	Local	Flexibility	Aggregator	for	
Residential	Consumers

The results of the in-depth analysis for establishing a business 
model of a local flexibility aggregator for households’ consumers 
are summarized in table 1 and divided in different phases (Phase 
0 – Feasibility analysis; Phase 1 – Implementation; Phase 2 – Eva-
luation and continuous monitoring). 

Aspects Phase 0 (Feasibility 
analysis)

Phase 1 
(Implementation)

Phase 2 (Evalua-
tion and continu-
ous monitoring)

Regulatory 
framework

Existing regulatory 
framework enabling the 
activation of final consumers 
by flexibility aggregators and 
market access

Continuous Continuous

Input data and 
processing

Data collection and applica-
tion of proper estimation 
methods for initial program 
feasibility assessment

Load profile 
data and key 
parameters 
measurements 
collection

Application of 
load baseline 
estimation 
methods

Continuous 
evaluation and 
calibration

Information, 
communication, 
and technologi-
cal framework

Assessment of existing ICT 
framework and preliminary 
cost analysis for the instal-
lation of new hardware, 
software and its mutual 
deployment and calibration

Feasibility analysis for 
setting up a functional 
standardizes and interoper-
able framework for data 
collection and assets control

Establishment 
and imple-
mentation of 
a functional 
ICT framework 
enabling direct 
load control, with 
specific accent 
on scaling and 
per-user costs

Correct semantic 
dana interpreta-
tion enabling 
continuous pro-
gram evaluation 
and monitoring

Socio-economic Identification of the main 
motivational drivers for the 
consumers involvement 
and establishing adequate 
strategies  

Application of 
tailor-made 
strategies for the 
program users

Continuous cus-
tomers support

Long-term benefit 
identification for 
final consumers

Business and 
financial

Finding optimal trading mo-
dalities for the aggregated 
flexibility on the energy 
market markets

Settlement 
program for the 
final consumers, 
trading and

Continuous re-
programming of 
the flexibility set-
tlement methods

The regulatory framework for establishing relationships 
among different stakeholders must be taken into consideration in 
the feasibility assessment, implementation, and evaluation phases. 
Additionally, clear roles and responsibilities among different sta-
keholders (aggregator, consumers, and flexibility user i.e., DSO) 
should be regulated and monitored.

In Phase 0, available flexibility should be assessed based on 
existing input data, and estimation methods should be developed 
to evaluate the practicability of a demand response flexibility 
program on the scrutinized portfolio. The development of proper 
extrapolation methods is particularly important in cases where the-
re is a consistent gap between data quality and quantity.

In Phase 1, the aggregator should collect energy consumption 
data as well as data linked to parameters affecting consumption in 
the desired granularity. Usually, such key parameters affect both 
users’ comfort and energy savings, which is something to consider 
in monitoring and verification processes for both flexibility calcu-
lations and energy savings assessments.

In Phase 2 – the evaluation and continuous monitoring pha-
se, the collection of verified load profiles (usually provided by 
the DSO) and demand response activation data is imperative. The 
existence of a technological and communication infrastructure for 
data collection and storage, as well as the establishment of a stan-
dardized architecture for demand response activation, is manda-
tory in the implementation phase (Phase 1). The ability to monitor 
information through its semantic interpretation is one of the key 
features to enable continuous evaluation of flexibility programs 
(Phase 2).

The correct identification of motivational aspects for triggering 
customers’ interest to participate in demand response flexibility 
programs should be performed in Phase 0, and appropriate strate-
gies to raise customer awareness should be set up and applied in 
Phase 1. Moreover, in the implementation phase, such programs 
require the setting of adequate technical and customer support. 
Consumers must recognize the long-term benefits of participating 
in flexibility programs (Phase 2). Finally, for the creation of a fi-
nancially sustainable business model implementable in the long 
term, program settlement goals need to be continuously updated 
and verified (Phases 0 to 2).

While this paper does not explicitly focus on the socio-econo-
mic aspects of such programs, it identifies key considerations for 
their implementation. These include factors such as income levels, 
cost sensitivity, technological access and literacy, housing conditi-
ons, work flexibility, education levels, cultural considerations, and 
perceived value. The study reveals that, even when analysing a use 
case with consumers having similar income levels, there can be 
significant variations in the perceived value among individuals.

B.	Load	Baselining	Approach	for	Assessing	the	
Engaged	Flexibility

In the electricity market environment, transactions are hap-
pening continuously between various participants. Consumers 
can participate in those transactions by offering their flexibility 
via intermediaries, in exchange of financial compensations [8]. 
To include a meaningful number of consumers on the electric-
ity market, incentive fees need to be attractive to the consumers 
and profitable to aggregators. Ultimately, this should result in 
stable market confidence. Fairness in setting the price is desta-
bilised by the fact that the reduction in consumption cannot be 
exactly calculated but only estimated. Various load baselining 
methods simulate the estimated »no event« load, i.e., in absence 
of a demand response (DR) event [9]. Estimates are primarily ba-
sed on historical consumption data thus it is necessary to determine 
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the grid user’s consumption curve. Ideally, at least one year moni-
toring of energy consumption data should be considered before en-
tering the electricity market [10]. With their specific consumption 
curve, grid users are classified into categories that are valued diffe-
rently. The different categories primarily imply their commercial 
or non-commercial purpose (whether they are in the private or pu-
blic sector) and how much flexibility they can offer on the market. 
The volume of energy necessary to enrol on the market is usually 
set by the difference between consumer’s historic peak load and a 
demand level that he commits not to exceed during an event. Based 
on customer’s load data it is recommended to determine the we-
ather sensitivity of loads, seasonality (not related to weather condi-
tions) and variability (not related to season or weather conditions) 
due to different types of methods used in these cases.

Once registered on the market, historical performance can be 
used to estimate when forecasting the amount of demand response 
[10]. Based on the theoretical load, the aggregator can calculate the 
reduction, i.e. difference between the theoretical baseline load and 
the observed load. This difference is used for assessing payments 
and penalties for customers. To avoid manipulations by aggrega-
tors, load baselining methods should be realistic and transparent to 
all flexibility providers [9]. Likewise, to avoid manipulations by 
users, rules and calculation methods should be well defined.

Unlike analytic methods, estimation methods can rarely give 
exact solution, ergo measurement errors should be included and 
permitted. However, the error in determining the theoretical base-
line increases proportionally in the estimated flexibility engaged as 
load reduction. In some cases, if load baselining method continu-
ously tends to overstate or understate baseline, it will result in over-
stated or understated load reduction estimate. Therefore, incentive 
payments will also be unfairly increased, or reduced.

Load baselining method can be performed in many ways, de-
pending on consumer’s category, consumption curve and aggrega-
tor’s decision. The approach can be summarized in five main steps, 
visually shown in figure 1. 

Baseline window usually includes the last 10 non-holiday 
weekdays, 10 most recent non-event days, current season or even 
the whole previous year. Some of these days are not representa-
tive or not similar to the day of the event and should be excluded. 
Exclusion rules usually exclude days with DR events, extreme 
weather, or days with the lowest or highest loads. Once the data 
for creating baseline is selected, calculation type of method needs 
to be specified. Four most used calculation types evaluated on the 
selected dataset are: average value for each hour of the day, regres-
sion, taking the maximum value of the load and rolling average. 
Created baseline can be further adjusted for conditions of a day-of-
event. Most common are additive adjustments which can closely 
match calculated baseline with measured load. Scalar adjustments 
are also used but can give more volatile result. To avoid single 
manipulations, it is recommended that adjustment window relies 
on a few hours before the time of notification. Other approach is 
to use weather characteristics for tuning parameters of adjustment 
method.

Fig. 1.  Five steps for load baselining

C.	Monitoring	energy	efficiency	measures	in	a	
dynamic	environment

Monitoring and verification procedures (M&V) are widely 
used to evaluate the effect of certain energy efficiency measures 
[11] and the achievement of national energy efficiency goals. The 
continuous energy transition trends are leading to a progressive 
digitalization of the energy sector. The integration of automation 
and management systems in buildings will also provide the means 
to ESCO companies for better data collection and analysis oppor-
tunities of their customer’s portfolio [12].

Through an energy performance contracts (EPCs), which is 
based on achieving client’s or consumer’s energy savings, an en-
ergy service company (ESCO) implements a project to improve 
energy efficiency or integrate renewable energy sources, by using 
financial savings obtained from energy savings (as income) to cov-
er investment costs [12]. The ESCOs are responsible for financing 
and implementing energy efficiency measures and guarantee ener-
gy savings. The energy system digitalization and the integration of 
automation and management systems in buildings should provide 
the means for better data collection and analysis opportunities of 
their customer’s portfolio.

Monitoring and verification of energy savings and activated 
flexibility different in approached primarily in terms of data granu-
larity.  For any type of user, it is necessary to develop a dedicated 
load consumption estimate that is directly adapted to user’s charac-
teristics, location, typical consumption patterns, etc. Moreover, it is 
necessary to correctly determine and arrange the main parameters 
that affect consumption and establish their mutual relations. Figure 
2 presents the relation between the typical consumption (with a 
15-minute resolution) of two buildings located in the same locati-
on and the outdoor temperature. As shown in figure 2 there is no 
direct correlation between the total consumption of an individual 
building and the outside temperature, which would mean that re-
gression analysis is not possible.

High data granularity is crucial in the load estimate methods 
(described in chapter A) necessary for assessing the amount of en-
gaged flexibility, while such approach led to wrong conclusions in 
determining energy savings. 

If a business model considers combined effort opportunities 
between flexibility and energy savings in a real-time environment, 
the pay for performance (P4P) models should be considered. Such 
schemes imply the existence of smart (interval) meters, which reg-
ister the energy consumption which is therefore normalized and  
associated with weather conditions [13]. Additionally, with such 
scheme the uncertainties that a specific measure will lead to sav-
ings are minimized, while methods applied for monitoring and 
verification of energy savings should grant continuous calibration 
of the calculated savings, therefore minimize errors in assessments.

The monitoring and verification methodology applicable for 
residential consumers should be based on algorithms that are incor-
porating both long-term and short-term load reductions that take 
into account weather and building parameters, seasonal conditio-

Fig. 2. Outside temperature vs. energy consumption of two different 
buildings
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nal and usual user consumption profiles. 

The baseline estimation methods applicable in a P4P scheme 
could apply regression methods in an environment which is con-
tinuously collecting the data. Algorithms should be continuously 
trained, and load should be estimated, specifically excluding erro-
neous data and rules should be applied to complete data gaps. 

D.	Data	semantics	and	parameters	to	be	
continously	monitored

In the context of data collection, there are several principal as-
pects to be considered. The “more data is better” principle does 
not universally apply – it is highly context dependent. The same is 
valid considering the higher frequency of data sampling. As shown 
above, the lack of historical higher frequency data is not necessar-
ily the primary obstacle for the proliferation of energy savings and 
flexibility schemes. Higher granularity (higher sampling frequen-
cy) of collected data does increase the baseline estimation and veri-
fication precision, but it does so until a certain point of saturation.  

This is highly dependent on the context: for instance, implicit 
short-term flexibility schemes typically need lesser sampling fre-
quency for baselining and verification than the explicit ones. This 
is entirely expected as implicit ones require behavioural changes 
and user engagement. However, prematurely restricting the data 
collection infrastructure could effectively reduce the potential of 
both energy savings and demand response. Although higher data 
volume does not always imply higher information content, it is not 
a good idea to prematurely assume the optimal sampling frequen-
cy: too low sampling frequency could leave the end users out of 
potentially attractive flexibility aggregation schemes. Also, lower 
frequency data can always be derived from higher sampled ones 
via resampling.

Moreover, it is not enough to simply gather the data – the 
collected data must be interpreted correctly and semantically en-
riched. Though in different households there may be sources of 
semantically similar data, with no semantic interoperability or 
with data tied into manufacturer’s impenetrable walled gardens, 
these data are effectively unusable. There have been recent efforts 
in order to standardize the semantic interoperability across the de-
mand response value chain  [14] to remove this problem.  The pro-
posed semantic interoperability schemes depart from the existing 
and established standards (such as SAREF, OpenADR and IEC 
61850). In a recent work by the BRIDGE Data Management Work-
ing Group [15], a reference architecture for energy data exchange 
has been proposed, with a layered approach to interoperability. For 
full semantic interoperability and the data value chain to work, se-
mantic interoperability must function on all technical and semantic 
layers. For the purposes of monitoring and verifying the effect of a 
flexibility programme providing energy savings, additional seman-
tic information tied to the data collected from devices and sensors 
is critical. With no semantic information tied to the data, ex-post 
analysis of the programme’s impact may even be misleading.

As increasing the data collection frequency might require si-
gnificant increases in the cost of data management (e.g. cellular 
network provider fees in place of using power line carrier commu-
nication easily saturated with higher meter readout frequency), 
when considering the optimal level of data collection, careful 
analysis should be performed. As indicated here, consistent, and 
unambiguous interpretation of data is essential and significantly 
more important than simple increases in data collection frequency. 

Moreover, for aggregators installing their own measuring de-
vices for participants could indeed offer several benefits for the 
aggregator such as: 

• Data Accuracy and Control: Aggregators can enhance the 
accuracy and reliability of the data collected by installing 
their own measuring devices. This ensures a more pre-
cise understanding of participants’ energy consumption 
patterns, allowing for better-informed decision-making.

• Granularity and Detailed Insights: Aggregator-installed 
devices can provide more granular and detailed insights 
into participants’ energy usage. This granularity is valua-
ble for optimizing demand response strategies, identifying 
specific areas for improvement, and tailoring programs to 
individual needs.

• Independence from DSO Schedules: Aggregators, by 
having their own measuring devices, can access real-ti-
me data and respond promptly to changes in participants’ 
energy consumption, maximizing the effectiveness of de-
mand response initiatives.

• Enhanced Program Flexibility: Aggregator-controlled 
measurements offer greater flexibility in designing and 
adjusting demand response programs. The ability to cap-
ture and analyse data independently allows for quicker 
adaptation to changing circumstances and ensures a more 
responsive and agile program.

• Value-Added Services: Aggregators may leverage their 
own measuring devices to offer additional value-added 
services, such as energy efficiency recommendations, 
tailored insights, or even smart home integration. These 
services can enhance the overall value proposition for 
participants.

A careful evaluation of the approach is crucial, though: en-
suring the accuracy and calibration of the measuring devices, 
addressing privacy concerns, and coordinating with regulatory 
requirements are all required. Additionally, open communication 
with participants about the purpose and benefits of installing such 
devices can foster trust and transparency. The Implementing Regu-
lation 2023/1162 [16] is especially an implementing act obliging the 
metering service operators to provide transparent and accessible 
user access to near real-time metering data. The users are also sup-
posed to be able to delegate the access to their data to third par-
ties authorized by them. This Regulation applies to metering and 
consumption data, in the form of validated historical metering and 
consumption data and non-validated near-real time metering and 
consumption data. As in most EU countries the DSOs are tasked 
with metering, this regulation effectively obliges the DSO to open 
the access to the data discussed in this paper. While there may be 
notable benefits to aggregators installing their own measuring de-
vices, a strategic and well-thought-out approach is crucial to maxi-
mize these advantages and ensure a positive impact on the overall 
effectiveness of demand response programs, especially in light of 
European policy on the data access to near real time data, acquired 
by the metering service operators from the official, calibrated and 
time-synchronized metering devices. 

III. Discussion and Conclusions
This article represents a pivotal exploration of a conceptual fra-

mework designed to address a significant issue. While the current 
narrative may give the impression of being centred around existing 
literature, it functions as the foundational basis for an innovative 
proof of concept. Moreover, it is imperative to highlight the ongo-
ing efforts within the frESCO project, where similar topics have 
been rigorously examined. The integration of savings with demand 
response activations in the framework of the frESCO project has 
provided valuable insights and practical experiences, establishing 
a real-world context for the proposed method.
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The first barrier to overcome in an explicit flexibility pro-
gramme deployed in residential buildings is the natural rejection 
of building occupants to grant control of their HVAC equipment to 
third party companies, thus losing the decision power about their 
own comfort choices. A human-centric system should be able to 
forecast users’ comfort preferences and assess whether an automa-
ted activation may have an effect on the preservation of the users’ 
thermal comfort, either because of a large power shift or a long 
event duration. In case the comfort boundary conditions are esti-
mated not to be met, the automatic event should not be triggered, 
and the smart contract rejected prior to the event scheduling.  As 
it stems out of the real tests carried out in the frESCO project de-
monstration buildings, it is important to avoid user dissatisfaction, 
or the penalties associated with a failure to deliver the committed 
flexibility agreed in a market participation smart contract. This is 
particularly relevant given the fact that short revenues per event 
are expected considering the low volume of flexibility potential in 
households. 

On the other hand, coupling long-term energy savings and 
short-term flexibility activations in a same program could lead to 
conflicted optimization goals. The lack of clarity may result in con-
sumers disorientation and less motivation to enter in such program. 
This is particularly important within monitoring and verification 
procedures utilized in transparent ex-post analysis of the program 
effects. For a user-engaged program to be successful, clarity of its 
goals as well as consistent and non-ambiguous data interpretation 
are essential. 

It is also not reasonable that an average customer will delve 
in deep data analysis. Consumers entering the program should 
be equipped with adequate applications, enabling pragmatic mo-
nitoring of current conditions, achieved savings, and activated 
flexibility. In other words - success of user engagement pay-for-
performance program hinges on the palatable presentation of the 
program benefits. This is valid both in the user engagement and in 
the operational phase. 

For a sustainable business model to be built upon such pro-
grams, consistent monitoring of energy savings and activated flexi-
bility is an absolute priority. This is, however, not reachable just by 
increasing the metering data sampling frequency. Semantic data 
integration that ensures correct data interpretation across the data 
value chain is of higher priority than the volume of data. A large-
scale dataset that can’t be assigned or interpreted has a very low 
analytic value. Even though higher data granularity certainly incre-
ases analysis capabilities, a quite significant part of energy savings 
benefits can be based upon a quite limited dataset, e.g., monthly or 
even yearly energy consumption. 

Finally, if the short-term flexibility and longer-term energy 
savings must be opposed, then the implementation of energy sa-
vings measures should be prioritized. This means building enve-
lope refurbishment, purchase of energy efficient equipment. Even 
in medium term horizon, this avoids placing specific focus on the 
revenue obtained from the market-offered flexibility obtained from 
short-term activations of engaged loads. In other words, short-term 
market signals could easily conflict with the total energy savings 
goals and with generally lower data granularity more significant 
total effects can be achieved in longer term energy savings domain 
than in short-term flexibility provisioning. 
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