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EDITORIAL
This is the third regular issue in 2021, the year we celebrate the 70th an-
niversary of the Journal of Energy. We are particularly pleased that our 
journal has been included in the INSPEC (Information Services for the 
Physics and Engineering Communities) citation database for profes-
sional journals. INSPEC is a bibliographic database published by the In-
stitution of Engineering and Technology (IET) in London that indexes and 
contains works in the fields of physics, electrical engineering, computer 
science, information technology, and engineering. This is a great motiva-
tion for the future work of the editorial board to achieve a better quality of 
works on various topics of energy and power systems.

The first paper, titled »Infrared Thermography in Steam Trap Inspection,« 
addresses the use of infrared thermography in preventive maintenance 
and periodic inspection of steam traps to increase reliability and reduce 
equipment downtime. The role of the steam trap is to separate the con-
densate and keep steam in the system, contributing to overall efficiency. 
Proper operation of the steam trap has a significant impact on reducing 
energy losses, which is why steam trap inspection plays an important 
role in plant maintenance.

The next paper, »Land Use and Energy Nexus,« discusses the land use-
energy nexus from two perspectives: the impact of energy on land use 
and the impact of land use on energy. The impacts of energy on land use 
focus on direct and indirect land use changes resulting from vegetation 
clearing, topsoil destruction, and human relocation during the various 
phases of fossil fuel and uranium ore extraction, deposition, and trans-
portation, as well as during the construction of renewable energy sourc-
es and associated structures (highways, dams, culverts, tunnels, power 
plant infrastructure, and energy transmission networks). On the impact of 
land use on energy, appropriate urban and transportation infrastructure 
and multi-energy systems are proposed as a solution to increase energy 
efficiency and ensure sustainable development.

The third paper is »Development of a LabVIEW - Based Data Logging 
and Monitoring Application for a Photovoltaic Power Plant at FER«. The 
paper describes the implementation of the LabVIEW programming lan-
guage for the development of a graphical user interface (GUI) and visu-
alisation of the collected measurements from photovoltaic inverters in a 
SCADA system in a university building. The developed software solution 
allows simple multiprocess operations performed at different speeds.

The fourth paper »Deep Neural Network Configuration Sensitivity Analy-
sis in Wind Power Forecasting«. shows one of the approaches to apply 
deep learning to wind power forecasting using recurrent networks for 
sequential data. The process of data preparation and the data structure 
as well as the model structure are explained. Finally, a comparison of 
the forecasts obtained with the proposed methodology and commercial 
tools is presented with two examples, providing insight into the accuracy 
of the forecasts obtained with Deep Learning methods.

The final paper is »Cavitation Detection on Hydraulic Machines.« The 
paper gives a technical overview of the phenomenon of cavitation in hy-
draulic machines: turbines, pumps and ship propellers. Many research-
ers used different techniques such as visual methods, pressure and 
cavitation noise measurements, CFD methods to predict and analyse 
cavitation. Techniques for predicting cavitation erosion potential are also 
used. In general, each of the methods for detecting cavitation on hydrau-
lic machines has advantages and disadvantages, and there are gaps 
that can be improved.

Goran Slipac
Editor-in-Chief
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Infrared 
Thermography 
in Steam Trap 
Inspection

SUMMARY
Steam traps play a significant role in condensate evacuation from steam as well as in heating ventilation and cooling systems (HVAC), i.e., industrial 
climate chambers. Preventive maintenance and periodical audit of steam traps increase reliability and reduce the number of facility off hours. In some 
elements of the system, condensate can damage some parts, which means that monitoring their function is one of the basic preventive maintenance 
tasks. One way of checking steam traps is by using infrared thermography. The paper presents the simplicity of steam trap control by using an infrared 
thermography camera.

KEY WORDS
Key words: Infrared thermography, Steam trap, Maintenance

Journal 
of Energy

journal homepage: http://journalofenergy.com/

VOLUME 70 Number 3 | 2021 

Hrvoje Glavaš, Držislav Vidaković, Igor Sušenka, Infrared Thermography in Steam Trap Inspection, Journal of Energy, vol. 70 Number 3 (2021), 3–7 
https://doi.org/10.37798/2021703122 

INTRODUCTION
As a contactless method for determining temperature distribution on the 
surface of the object under consideration by measuring radiation intensity 
in the infrared (IR) band of the electromagnetic spectrum, infrared ther-
mography represents one of the ways of controlling the steam trap state. 
According to international standards, infrared thermography is classified 
as a non-destructive testing method (NDT), [1]. Every object heated to the 
temperature above absolute zero transmits EM radiation of a continuous 
spectrum of all wavelengths, and when the temperature exceeds 525°C, it 
emits visible light [2]. The application of an infrared thermographic camera 
is easier when the operator is educated in the field of thermography, but 
even then, there are possibilities of making a mistake. Mere knowledge of 
thermography is not sufficient but physical knowledge is necessary to un-
derstand the system in which thermographic analysis is performed. Steam 
traps are very important from a technical point of view, but from the energy 
aspect, they are imperative. Regular control of steam traps contributes to 
the overall maintenance of thermodynamic steam generating systems. It 
is estimated that 20% of generated steam is lost through defective steam 
traps, [3].

COMMON TECHNICAL SOLUTIONS
The basic function of steam traps is fast condensate evacuation, preven-
ting the loss of working media (dry steam) and releasing accumulated air 
in the system, which is a thermal insulator. Steam traps are self-opening 
valves, which open in the presence of condensate and close in the pre-
sence of steam. They contribute to efficient transfer of heat energy, reduce 
corrosion in pipes and the occurrence of water hammer. Their task is to se-
parate the condensate with reduced condensate cooling. Dimensioning is 

based on usage, differential pressure, working/starting capacity and steam 
temperature, [4]. The common application of steam traps in the thermo-
technical system is represented in Figure 1, which also best illustrates a 
closed flow of condensate within the system [5].

Figure 1. Steam trap in a thermotechnical system [5].

Steam traps requre periodic maintenance to ensure safety, quality of a 
production cycle and increased process efficiency. The experience of ma-
intainers tells us that 20-25% of installed separators do not work properly.

Steam traps work well if the system is balanced, if there is enough steam at 
inlet and if the steam arrives at the steam trap. By their mode of operation, 
they are divided into continuous discharge steam traps and intermittent 
steam traps that work on the principle of collecting condensate leakage of 
content and closure of the valve.

The most common technical solutions are:
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Bimetallic steam traps, Figure 2. Their advantage are small dimensions, 
but they have high condensate discharge capacity. One of their characte-
ristics is also large starting capacity due to an open valve when it is cold. In 
addition, they suit well water hammer, corrosion, high pressure, and super-
heated water steam. They work within a high operating pressure range and 
can be maintained while connected to the system. The shortcomings are a 
slow operation mode and the possibility of excessive condensate cooling 
of at increased output pressure.

Figure 2. Bimetallic steam trap, cross section and principle of operation, [6]

Float type steam traps shown in Figure 3 are extremely reliable, but can 
lead to air accumulation. The advantages of a technical solution with ther-
mostatic and floating type steam traps are as follows: continuous dischar-
ge of the condensate, which is at a steam temperature, at high and low 
loads it has good endurance, it is not affected by pressure changes, and 
it releases air. The shortcomings are as follows: constructive elements are 
susceptible to water hammer and they are not suitable for corrosive con-
densate and superheated water steam. Also, freezing can occur and the 
pressure determines the aperture.

Figure 3. Condensate steam trap with float, cross section and the principle of 
operation, [6]

Inverted bucket steam traps, given in Figure 4, are one of the oldest so-
lutions, their problem is the initial startup and steam release. The requi-
red force of operation ensures that steam enters the condensate bin until 
steam rises up and closes the valve. Steam passes through the hole in 
the canister, then condensates and ensures that the valve reopens and 
the condensate is discharged. This type of steam traps is used in high 
pressure systems and superheated water vapor, it is impact resistant, sim-
ply designed and easy to maintain. The disadvantage is that it has a slow 
discharge of steam that can lead to steam loss and sealing requires water 
in the body that is subject to freezing.

Figure 4. Inverted bucket steam trap cross section, [7]

Thermodynamic steam traps are small, Figure 5, (steam traps with disks). 
They work on a mechanical principle, using the pressure increasing and 
decreasing zones that raise and lower the disc. Thanks to the flow rate 
and the differential pressure, the steam and condensate flow stops. They 
are often used because they are cheap but may pose a problem in poorly 
regulated systems. The benefits are low cost and a wide range of high 
capacity utilization, plus they are compact and lightweight. They can be 
used in high-pressure superheated water vapor and are corrosion resi-
stant. They are not affected by freezing and are easy to maintain because 
they have only one disk. The disadvantages are that a low pressure at the 
entrance or a high pressure at the outlet affects the operation. Cooling of 
the operating chamber due to a low outdoor temperature or rain results 
in faster condensation of an accelerated operation and premature wear. 
They are also noisy and lead to energy loss.

Figure 5. Thermodynamic steam traps, cross section and the operation principle, [6]

Thermostatic steam traps, Figure 6, allow easy separation of air, quickly 
and without loss. This type of steam trap uses a bimetallic delta loop that 
combines thermodynamic and thermostatic forces for larger amounts of 
condensate. They use pressure and temperature for operation and have 
a modulated output.

Figure 6. Thermostatic bimetallic delta element steam trap cross section [7]

STEAM TRAP STANDARDS
To the best of our knowledge, there are six European and six ISO standar-
ds defining the basic requirements placed on steam traps and these are: 
ISO 6552: 1980 Automatic Steam Traps - Definition of Technical Terms; 
This international standard gives definitions of the main technical terms 
and expressions used to describe automatic steam traps regarding di-
mensions, pressure, temperature and flow as well as their respective sym-
bols and units. EN 26553: 1991 - Its purpose is to establish certain basic 
requirements for marking steamers and give recommendations for additio-
nal information marks. In general, consideration should be given to specific 
requirements that can be agreed upon by the respective partners. It sets 
mandatory and optional tags for steam traps. (ISO 6553: 1980 Automatic 
steam traps - Labeling - withdrawn). EN 26554: 1991, ISO 6554: 1980 -Au-
tomatic air steam traps with flanges - face-to-face dimensions. EN 26704: 
1991, ISO 6704: 1982 - Classification of steam traps. EN 27841: 1991, ISO 
7841: 1988 - Methods for determining vapor losses of automatic steam 
traps. ISO 7842: 1988 - Determination of the capacitance of discharge 
automatic steam traps. EN 26948: 1991 ISO 6948: 1981 - Performance 
tests for automatic steam traps.
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closes the valve. Steam passes through the hole in the canister, then condensates 
and ensures that the valve reopens and the condensate is discharged. This type of 
steam traps is used in high pressure systems and superheated water vapor, it is 
impact resistant, simply designed and easy to maintain. The disadvantage is that it 
has a slow discharge of steam that can lead to steam loss and sealing requires water 
in the body that is subject to freezing. 
 

 
Figure 4. Inverted bucket steam trap cross section, [7] 
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wide range of high capacity utilization, plus they are compact and lightweight. They 
can be used in high-pressure superheated water vapor and are corrosion resistant. 
They are not affected by freezing and are easy to maintain because they have only 
one disk. The disadvantages are that a low pressure at the entrance or a high 
pressure at the outlet affects the operation. Cooling of the operating chamber due to 
a low outdoor temperature or rain results in faster condensation of an accelerated 
operation and premature wear. They are also noisy and lead to energy loss. 
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Thermostatic steam traps, Figure 6, allow easy separation of air, quickly and 
without loss. This type of steam trap uses a bimetallic delta loop that combines 
thermodynamic and thermostatic forces for larger amounts of condensate. They use 
pressure and temperature for operation and have a modulated output. 
 

4

closes the valve. Steam passes through the hole in the canister, then condensates 
and ensures that the valve reopens and the condensate is discharged. This type of 
steam traps is used in high pressure systems and superheated water vapor, it is 
impact resistant, simply designed and easy to maintain. The disadvantage is that it 
has a slow discharge of steam that can lead to steam loss and sealing requires water 
in the body that is subject to freezing. 
 

 
Figure 4. Inverted bucket steam trap cross section, [7] 

 
Thermodynamic steam traps are small, Figure 5, (steam traps with disks). They 
work on a mechanical principle, using the pressure increasing and decreasing zones 
that raise and lower the disc. Thanks to the flow rate and the differential pressure, 
the steam and condensate flow stops. They are often used because they are cheap 
but may pose a problem in poorly regulated systems. The benefits are low cost and a 
wide range of high capacity utilization, plus they are compact and lightweight. They 
can be used in high-pressure superheated water vapor and are corrosion resistant. 
They are not affected by freezing and are easy to maintain because they have only 
one disk. The disadvantages are that a low pressure at the entrance or a high 
pressure at the outlet affects the operation. Cooling of the operating chamber due to 
a low outdoor temperature or rain results in faster condensation of an accelerated 
operation and premature wear. They are also noisy and lead to energy loss. 

 

 
Figure 5. Thermodynamic steam traps, cross section and the operation principle, [6] 
 
Thermostatic steam traps, Figure 6, allow easy separation of air, quickly and 
without loss. This type of steam trap uses a bimetallic delta loop that combines 
thermodynamic and thermostatic forces for larger amounts of condensate. They use 
pressure and temperature for operation and have a modulated output. 
 

5

 
Figure 6. Thermostatic bimetallic delta element steam trap cross section [7] 

 
3. STEAM TRAP STANDARDS 
 

To the best of our knowledge, there are six European and six ISO standards 
defining the basic requirements placed on steam traps and these are: ISO 6552: 
1980 Automatic Steam Traps - Definition of Technical Terms; This international 
standard gives definitions of the main technical terms and expressions used to 
describe automatic steam traps regarding dimensions, pressure, temperature and 
flow as well as their respective symbols and units. EN 26553: 1991 - Its purpose is 
to establish certain basic requirements for marking steamers and give 
recommendations for additional information marks. In general, consideration 
should be given to specific requirements that can be agreed upon by the respective 
partners. It sets mandatory and optional tags for steam traps. (ISO 6553: 1980 
Automatic steam traps - Labeling - withdrawn). EN 26554: 1991, ISO 6554: 1980 -
Automatic air steam traps with flanges - face-to-face dimensions. EN 26704: 1991, 
ISO 6704: 1982 - Classification of steam traps. EN 27841: 1991, ISO 7841: 1988 - 
Methods for determining vapor losses of automatic steam traps. ISO 7842: 1988 - 
Determination of the capacitance of discharge automatic steam traps. EN 26948: 
1991 ISO 6948: 1981 - Performance tests for automatic steam traps. 
 
4. MAINTENANCE SAVINGS 

 
Studies published in [3] indicate that 20% of the generated steam is lost 

through improper steam traps. Regular preventive maintenance of the system is 
necessary because the proportion of defective steam traps increases over the years. 
This is presented best in Figure 7. Potential savings of preventive maintenance can 
be derived from the statistics referring to the corrected malfunctions.  
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through improper steam traps. Regular preventive maintenance of the 
system is necessary because the proportion of defective steam traps 
increases over the years. This is presented best in Figure 7. Potential 
savings of preventive maintenance can be derived from the statistics re-
ferring to the corrected malfunctions. 

Figure 7. Percentage of steam trap breakdown over a period of 10 years, [8]

STEAM TRAP TEST METHODS
Steam traps are commonly tested in three ways: visually, by ultrasound 
and by infrared thermography. By applying all three testing methods we 
come to the best results [9]. Ultrasound testing is most commonly used 
because it is a fast simple and accurate method, which is the only disad-
vantage that requires education and experience [9]. The ultrasound frequ-
ency used for steam traps ranges from 20 to 25 kHz [10]. Steam traps is 
essentially a valve that automatically discharge condensate when it comes 
to its accumulation. In Figure 8, we can see the signal level in the ultrasonic 
valve test.

Figure 8. Ultrasonic valve testing and measured values

Apart from the level of signal, the shape of the signal is essential for inter-
pretation. Figure 9 shows the shape of the signal taken from [11], whe-
re opening, discharge of condensate and closure are colored magenta, 
yellow and cyan, respectively. In the case of a defective open damper, 
the signal is continuous with the shape shown in yellow, and in the case 
of a defective enclosure, we have a slight noise. It may be concluded from 
the signal format [11] if the steam trap does not have sufficient capacity, 
if it is overloaded due to malfunctioning of other system elements or if it 
is corrupted.

Figure 9. The steam trap signal shape in the correct operating mode

Ultrasonic analysis in practice is preceded by infrared thermography. A 
thermographic audit  includes the analysis of the apparent temperature of 
the input and output openings, i.e., the determination of the temperature 
difference. IC thermography assists best in the analysis of thermodynamic 
steam traps, while in more complex structures it does not provide more 
information. It neither provides sufficient information for traps where the 
condensate passes continuously and in the case of a steam trap close to 
the condensate line. Delta T temperature measurement is a rough indicator 

of trap condition because small and moderate leaks cannot be detected 
[12]. Thermal analysis begins on the inlet pipe in the steam trap.

Figure 10. Thermogram of the clogged inverted bucket steam trap [13]

Figure 11. Thermogram of a leaking float ball  steam trap with [13]

The inlet pipe temperature should be close to the steam temperature to the 
system, indicating that the steam comes in the steam trap and is not loc-
ked or defective in the closed position. If the temperature of the inlet pipe is 
considerably lower than the steam temperature, the steam does not reach 
the trap and it is necessary to investigate the cause. It occurs most often 
because of the closed valve before the steam trap, but the barriers within 
the pipeline can also prevent vapor flow. The condensation temperature 
should be monitored during the test. Figure 12 shows a typical tempe-
rature limit values for a given amount of condensation overpressure [14].

Figure 12. Temperature limit values

It can be concluded from a before mentioned that the pressure information 
within the analyzed part of the system is necessary for a successful ther-
mographic analysis. The infrared thermal camera is especially useful for 
finding quickly closed valves or steam lines jamming, [12]. 

TESTING THE STEAM TRAP WITH 
GESTRA TRAPtest VKP 40
The GESTRA TRAPtest VKP 40 measuring device detects and analyzes 
the ultrasound produced by the steam trap and the connecting pipes. 
Measurements are made by selecting the type of the steam trap and by 
pushing the tip of the probe onto the trap. According to empirically esta-
blished limit values, ultrasonic vibration are analyzed. Provided that the 
specified system pressures are known steam trap state can be analyzed 
and temperature information can be obtained, [15]. Figure 13 shows the 
test procedure.
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Figure 9. The steam trap signal shape in the correct operating mode 

 
Ultrasonic analysis in practice is preceded by infrared thermography. A 

thermographic audit  includes the analysis of the apparent temperature of the input 
and output openings, i.e., the determination of the temperature difference. IC 
thermography assists best in the analysis of thermodynamic steam traps, while in 
more complex structures it does not provide more information. It neither provides 
sufficient information for traps where the condensate passes continuously and in 
the case of a steam trap close to the condensate line. Delta T temperature 
measurement is a rough indicator of trap condition because small and moderate 
leaks cannot be detected [12]. Thermal analysis begins on the inlet pipe in the 
steam trap. 
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The inlet pipe temperature should be close to the steam temperature to the 
system, indicating that the steam comes in the steam trap and is not locked or 
defective in the closed position. If the temperature of the inlet pipe is considerably 
lower than the steam temperature, the steam does not reach the trap and it is 
necessary to investigate the cause. It occurs most often because of the closed valve 
before the steam trap, but the barriers within the pipeline can also prevent vapor 
flow. The condensation temperature should be monitored during the test. Figure 12 
shows a typical temperature limit values for a given amount of condensation 
overpressure [14]. 

 

 
Figure 12. Temperature limit values 

 
It can be concluded from a before mentioned that the pressure information 

within the analyzed part of the system is necessary for a successful thermographic 
analysis. The infrared thermal camera is especially useful for finding quickly closed 
valves or steam lines jamming, [12].  
 
6. TESTING THE STEAM TRAP WITH GESTRA TRAPtest VKP 40 

 
The GESTRA TRAPtest VKP 40 measuring device detects and analyzes the 

ultrasound produced by the steam trap and the connecting pipes. Measurements 
are made by selecting the type of the steam trap and by pushing the tip of the probe 
onto the trap. According to empirically established limit values, ultrasonic vibration 
are analyzed. Provided that the specified system pressures are known steam trap 
state can be analyzed and temperature information can be obtained, [15]. Figure 13 
shows the test procedure. 
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Figure 13. Conduction of measurement

Measurement results are transferred to the computer and displayed as a 
report. Figures 14, 15 and 16 can be seen as typical records for particular 
situations inside the system. In the diagrams, we can see distinctive lines. 
The green line in the diagram represents the beginning of the active thres-
hold line value TV measurement zone. If the measurement is this value it is 
possible to not have flow/load thru trap. Ideally, the measurement curve is 
below the TV, which is in practice, not a rare case. The red line represents 
the upper limit of the line value LV of measurement accuracy (not necessa-
rily device malfunction).

Figure 14. Steam trap is off or without flow/load

Figure 14 represents the stationary condition of the steam trap in which 
the steam supply is physically disabled (most often by the manual valve 
or an automatic valve operator). The device displays a blue vibration curve 
transmitted to the trap through the connecting pipes (or various brackets/
fixers) connected to the trap. Figure 15 shows the case when most curves 
are above the upper limit and the trap does not perform its function pro-
perly. A similar curve can be observed in the cases of noise transmission 
from the ˝foreign noise˝ system, in which the external factor affects the 
measurement. The problem can be resolved by experience or by using 
software that comes with the device.

Figure 15. Steam trap does not perform its function properly

Figure 16 illustrates the case of the normal functioning of the steam trap. 
Most curves are below the upper limit, which suggests that the trap per-
forms its function properly, but there are indications of wear. The shape of 
the curve indicates possible noise pollution or potential wear due to the 
manufacturing date of the device.

Figure 16. Steam trap performs the function properly

THERMOGRAPHIC ANALYSIS OF 
STEAM TRAP
For the paper, a practical test of the float ball steam trap was initially carri-
ed out with infrared camera Fluke Ti200. The basic characteristics of the 
camera are: resolution 200x150 pix, FOV 24 ° H x 17 ° V, IFOV 2.09 mRad, 
thermal sensitivity 75 m ° C, measuring ranges from -20 ° C to +650 ° 
C. The test results can be seen on the thermograms shown in Figure 17, 
Figure 18 and Figure 19.

Figure 17. Apparent temperature at the inlet

Figure 17 shows the maximum amount of measured apparent temperatu-
re at the inlet of a separator of 146 °C. Figure 18 indicates that the outlet 
water temperature of 94 °C. At the time of recording the pressure in the 
system was 3 bars.

Figure 18. Apparent temperature at the outlet
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indicates possible noise pollution or potential wear due to the manufacturing date of 
the device. 
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Figure 18. Apparent temperature at the outlet 

 
Based on the data from Figure 12, we can conclude that water vapor arrives 

at the inlet of the steam trap, and the temperature difference of 52 °C suggests the 
correct operation. The float ball steam trap represents a technical solution of the 
continuous flow. In the case of malfunction/jamming, the output temperature would 
be significantly smaller, and in the case of openness, it is significantly higher. In 
Figure 11 showing the aperture we have a temperature difference of 3 °C; at the 
inlet, it is 99 °C (211 ° F) and at the outlet, it is 96 °C (205 °F). 

The temperature values displayed by an infrared thermocamera are called 
apparent temperatures because the camera measures the amount of infrared 
radiation that the temperature parameter assigns to the temperature value. The 
parameters that most influence the wrong reading in our case are the wrong choice 
of material emissivity and angle of recording. In Figure 17, the maximum recorded 
temperature is 173 °C, while in Figure 18, the maximum apparent temperature is 
168 °C. This is a temperature difference of 27 °C between the measured point and 
the maximum value recorded by the camera. That is why it is very important to do 
multi-angle analysis to eliminate measurement errors because they can lead to 
wrong conclusions. This temperature difference corresponds to the equivalent 
difference of more than 2 bars within the pipeline and incorrect interpretation of 
the apparent temperature may misrepresent the steam condition in the inlet water.  

Figure 19 represents additional control measurement, confirming of 
conducted testing. For a proper interpretation, it is necessary to analyze the 
thermal recordings in software, taking into account the camera's resolution and 
IFOV (Instantaneous Field of View), which determines the spatial angle of each IC 
sensor element. The area where the apparent temperature is measured must be 
greater than IFOV. 

Hrvoje Glavaš, Držislav Vidaković, Igor Sušenka, Infrared Thermography in Steam Trap Inspection, Journal of Energy, vol. 70 Number 3 (2021), 3–7 
https://doi.org/10.37798/2021703122 
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Based on the data from Figure 12, we can conclude that water vapor arri-
ves at the inlet of the steam trap, and the temperature difference of 52 °C 
suggests the correct operation. The float ball steam trap represents a tech-
nical solution of the continuous flow. In the case of malfunction/jamming, 
the output temperature would be significantly smaller, and in the case of 
openness, it is significantly higher. In Figure 11 showing the aperture we 
have a temperature difference of 3 °C; at the inlet, it is 99 °C (211 ° F) and 
at the outlet, it is 96 °C (205 °F).

The temperature values displayed by an infrared thermocamera are called 
apparent temperatures because the camera measures the amount of in-
frared radiation that the temperature parameter assigns to the temperature 
value. The parameters that most influence the wrong reading in our case 
are the wrong choice of material emissivity and angle of recording. In Fi-
gure 17, the maximum recorded temperature is 173 °C, while in Figure 
18, the maximum apparent temperature is 168 °C. This is a temperature 
difference of 27 °C between the measured point and the maximum value 
recorded by the camera. That is why it is very important to do multi-angle 
analysis to eliminate measurement errors because they can lead to wrong 
conclusions. This temperature difference corresponds to the equivalent 
difference of more than 2 bars within the pipeline and incorrect interpre-
tation of the apparent temperature may misrepresent the steam condition 
in the inlet water. 

Figure 19 represents additional control measurement, confirming of con-
ducted testing. For a proper interpretation, it is necessary to analyze the 
thermal recordings in software, taking into account the camera’s resolution 
and IFOV (Instantaneous Field of View), which determines the spatial angle 
of each IC sensor element. The area where the apparent temperature is 
measured must be greater than IFOV.

Figure 18. Steam trap analysis check

The biggest problem in thermographic testing are the metal parts upon 
which it is difficult to determine emissivity and apparent temperature va-
lues. This problem can be solved by placing reference points (tags) or pa-
inting measuring spots with the color of the known emissivity. From the 
displayed thermograms it is not possible to estimate the status of the ope-
rating trap, decay/wear of the trap that performs its function properly, that 
can be easily seen in Figure 16, by using the TRAPtest VKP 40.

CONCLUSION
Steam traps play a significant role in maintaining the reliability of the 
system’s operation in which the condensate vapor separation is ne-
cessary. Steam is an invisible medium that transmits energy. When we 
can see steam, we talk about wet steam, i.e., condensate. The task of 
the steam trap is to separate the condensate and preserve the steam in 
the system and thereby contribute to overall efficiency, i.e. energy savin-
gs. Energy losses due to defective traps reach up to 20% of the energy 
invested in steam generation. Energy savings are the primary reason for 
preventive maintenance and trap testing, and the secondary increase of 
system reliability because it reduces the number of failures and prolongs 
life expectancy.

The steam trap test can be carried out by visual inspection, ultrasonic in-
spection and by a thermographic camera. The visual method is not reliable 
because by steaming it condenses, so it is difficult to estimate the amount 
of liquid phase in the condensate. The ultrasonic analysis is the most accu-
rate form of testing that produces reliable results if the examiner has eno-
ugh knowledge and experience. Despite the simplicity and the knowledge 
of system operation, Infrared thermographic analysis is not able to provide 
us information about the inside status of the steam trap. An exception is 
thermodynamic steam traps because they have a working member close 
to the casing surface. Another problem with the use of infrared thermo-
graphy is the choice of emissivity, which is difficult to determine due to 
the presence of metal surfaces. This problem can be resolved by using 
reference tags and applying paint to metal parts, but this undermines the 
idea of the advantage of fast and contactless methods because reference 
markers and colorants have to be refreshed regularly due to a high working 
temperature of the system.

Regardless of whether infrared thermography is absolutely reliable in de-
termining the condition of the steam trap, it is the first step of the trap 
testing because defective traps can be easily identified in order to reduce 
energy losses and it is the main reason why infrared thermography is irre-
placeable test method.
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Land Use  
and  
Energy Nexus 

SUMMARY
 In this research, the connection between land use and energy has been discussed from two points of view, i.e., the impacts of energy on land use and 
the impacts of land use on energy. This research identified several direct and indirect land use changes that occur by clearing vegetation, destroying 
top soils, and relocating human populations during the different stages of extraction, deposition, and transportation of fossil fuels and uranium ore; 
and during the establishment of renewable energy sources including wind turbines, hydro-power plants, and associated structures (highways, dams, 
culverts, tunnels, power station infrastructure, and energy transmission networks). Likewise, feedstock cultivation, processing, and transportation to 
biomass plants, as well as the production of biodiesel from municipal solid waste, require accessible land resources that further contribute to global 
land-use change. In the case of the impacts of land use on energy, mixed use development was found to be one of the most efficient approaches 
to achieve energy efficiency. Similarly, energy demand for motorized travel can also be reduced with the development of urban blocks and transit-
oriented development. Furthermore, integrated combined heat and power systems, green space, and energy-supporting land use regulations were 
identified as energy savings strategies that may aid in achieving energy efficiency and ensuring sustainable development.
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1. INTRODUCTION
Land is considered as a physical entity by means of topographical and 
spatial characteristics. It is the utmost gift of nature and is categorized as 
the fundamental resource of human society [1]. Land formed between 480 
and 360 million years ago during the mid-Palaeozoic era [2]. It supports 
population growth, economic and societal development. Land use is usu-
ally defined as the human utilization of land. It is also considered as the 
modification, alteration, and management of natural environments into 
built environments such as settlements, agriculture, transportation, indu-
stry, recreation, and open space [1], [3], [4]. Land use change or land tran-
sformation is a major concern for the betterment of the healthy wellbeing 
of human society. It is the outcome of environmental conditions and so-
cio-economic, cultural, political, and institutional conditions as well as the 
interaction of the determinants [5], [6]. However, anthropogenic alteration 
that is for socio-economic wellbeing has been reported as the most influ-
ential for land use change through the processes of demographic change, 
industrialization, urbanization, economic and technological improvement, 
institutional factors, cultural factors, and globalization [5], [7]–[11]. 

Energy has been considered as the central determinant for smooth econo-
mic development and people’s livelihood in Bangladesh and many other 
countries [12], [13]. However, the world’s energy systems are evolving with 
new smart energy and grid technologies [14]. This energy can be derived 
from oil, gas, hydropower, solar, nuclear, geothermal, and other types of 
energy with the aim of generating electricity for lighting homes, offices, 
industries, etc. and operating/charging appliances; powering automobi-

les; and running the industry [15]. Extraction of fuel (oil/coal/gas), storage, 
construction of production infrastructure, the production and distribution 
processes, including uses of neighboring land and waste disposal, have 
different land use impacts and environmental implications [16]. By 2050, 
the global urban population is expected to grow by almost 2.5 billion pe-
ople. Asia and Africa will house nearly 90% of the newly added populati-
on. These additional populations need more new and improved housing 
and associated infrastructure, leading to a significant increase in energy 
consumption [17], [18]. To meet these challenges, people need to go for 
energy efficiency or efficient energy use, which basically defines using 
less energy to carry out similar work, and this way energy waste can be 
eliminated. The main aim of energy efficiency is to diminish the amount 
of energy required for producing goods and services [19]. The tools and 
techniques of land use have impressive potential to reduce a community’s 
energy consumption and are also required for improving the economy and 
mitigating climate change [20]. Hence, this chapter focuses on the nexus 
between land use and energy. 

2. METHODS
Researchers searched related literature using different academic da-
tabases and search engines, including Scopus, ScienceDirect, Web of 
Science, PubMed, Google Scholar, and ScienceOpen. For considering 
the aspects relevant to the nexus between land use and energy, vario-
us search combinations were performed using different keywords such 
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as land use, energy, fossil fuels, renewable energy, nuclear power, mixed 
use, transit-oriented development, green spaces, hydro-power, biomass, 
biodiesel, combined heat and power systems, urban block development, 
and energy-supporting land use plans and policies. Searching was done 
in the early 2022 and considered literature written in English. The outputs 
were manually screened, and duplicates were removed. After that, resear-
chers finalized the relevant literature to perform the review after rereading 
abstracts, and in some cases, methodology and conclusion parts. The re-
sults of this review are presented in Section 3 (land use and energy nexus). 
In the sub-sections (3.1 and 3.2), a detailed description of the consequen-
ces of energy sources and their associated infrastructure on land use as 
well as implications of land use on energy, particularly energy efficiency, 
is provided. Finally, in Section 4, some concluding remarks are presented.

3. FINDINGS: LAND USE AND ENERGY 
NEXUS
There are two different views on the nexus between land use and energy, 
i.e., (a) energy significantly alters the landscape during its different pro-
cesses (excavation to waste disposal) and (b) land use has substantial 
impacts on energy and its efficient use. Researchers reviewed academic 
articles, books, and institutional reports and made them in an understan-
dable manner in the aspects of land use and energy connection for both 
the effects of the source and its associated infrastructure on land use and 
the impacts of human use of land on energy efficiency. 

3.1 Impacts of Energy on Land Use
Energy has been considered as one of the most crucial determinants for 
smooth economic development and people’s livelihoods. The per capita 
energy consumption rate is a basic indicator for determining the econo-
mic modernization of a country. Hence, it is well said that countries are 
more developed when per capita energy consumption is higher. Fossil 
fuels are a type of energy that has been around for a long time and is still 
frequently used. People are, however, shifting away from fossil fuels and 
toward nuclear and renewable energy in order to achieve greater energy 
efficiency. These energies’ production, transmission, and distribution pro-
cesses have a significant impact on land use [21]. 

3.1.1 Fossil Fuels and Nuclear Energy

Fossil fuels are forms of organic carbon formed beneath the earth’s sur-
face due to excessive heat and pressure of the earth’s crust. The most 
available and easy-to-use fossil fuels are coal, oil, and natural gas. Around 
70%-80% of global energy comes from these non-renewable sources. 
Global output of these fuels grew by almost 67.5 percent in 2019 compa-
red to 1990 [22]. On the other hand, the use of nuclear reactions to gene-
rate energy is known as nuclear power. In 2018, nuclear energy produced 
around 10% of the world’s electricity [23]. Fossil fuels such as coal mining, 
oil and natural gas extraction, and nuclear power generation all have signi-
ficant impacts on land use in the production and service sectors [16], [19].

Coal

Land transformation occurs both directly and indirectly during the different 
stages of the coal-fuel cycle. On one hand, coal mines alter land use di-
rectly by destroying top soil and cleaning vegetation. On the other hand, 
as fuel for power plant operations and associated infrastructure, waste in-
directly affects land use. Mining excavation, mining methods (surface/un-
derground), coal extraction, waste disposal, and other related processes 
can convert land from one use to another, with numerous environmental 
consequences [16], [19], [24]. Several studies have identified coal mining 
subsidence as a major human geological disaster in China [25], [26], India 
[27], Greece [28], Korea [29], and elsewhere. Scholars argue that land su-
bsidence causes damage to cultivable land, forest areas, urban neighbor-
hoods, and the overall landscape ecology nearby the mining area. Direct 
and indirect land use transformation, for example, occurred at and/or near 
the Barapukuria coal mine in Bangladesh [30].

Coal-fired power stations are established due to the abundance and effec-
tiveness of coal for producing electricity. Hence, coal as fuel indirectly al-
ters the land uses. It is estimated that 6–33 m2/GWh of land transformation 
required for the entire operation including powerhouse, switchyard, coal 
storage, stack, walkways, cooling towers etc. of a 1000 MW coal-fired 
power plant [31]. Coal-fired power plants produce almost 10 Gt of carbon 
dioxide per year (IEA, 2018), identified as the single most contributor of 
global greenhouse gas emission in 2018 [32]. 

Another indirect effect of coal-mining is related to its fuel for mining opera-
tion. Wood usage for mine operation that accounts for huge land transfor-
mation by both deforestation and afforestation process [31]. Indirect forest 

losses have been identified almost five times more due to coal mining than 
direct land use change in Appalachia [33]. It is also examined that about 
40% of fly ash and bottom ash are deposited in land or mine filling (indirect 
effect) in Europe [34] which have several negative effects including conta-
mination in the groundwater and disruption of aquatic systems [35], [36].

Natural Gas and Oil Extraction

The technologies used in extracting natural gas and oil have significant 
indirect and direct effects on land utilization. Natural gas is extracted from 
deep wells using fracking methods. In this method, water, sand, and che-
micals are injected into the deep well, which makes cracks in the rock 
layer and withdraws natural gas through the cracks to fill up the well. Alt-
hough a small amount of land is required for deep wells, usually 28–36 
square meters [37], [38], but provision of infrastructure and creation of a 
vehicle network is needed to maintain the supply chain, supply raw ma-
terials to the gas fields, for example, sand for fracking, and supply gas to 
the potential users [39], [40]. Both technologies (creation of deep wells) 
and facilities (creation of infrastructure and vehicle networks) have the po-
tential to transform land use patterns in the associated areas [40]–[42]. In 
addition, injecting wastewater into the wells poses some risk of seismic 
activity, which may cause land use alteration, but the seismic risk related to 
injecting wastewater is much smaller than the carbon capture and storage 
systems have [40], [43].

Oil and gas exploration and exploitation have been causing significant im-
pacts on land use and cover change. For example, about 59,078 sq.km of 
bare land was converted between 2001 and 2008 to other uses, including 
oil and gas infrastructure, associated settlement of the newly migrated 
population due to employment in the industries, agriculture to meet the 
demand for additional foodstuffs, vegetation increased by afforestation 
projects etc. in the oil and gas production community of Kwale in Delta 
State of Nigeria [44], [45].

Furthermore, oil development has other negative consequences, including 
contamination of water, air, and land; health effects; and road wear and 
tear. The main concerns are that restoring land from oil activities takes 
a very long time and that the removed forest area may not recover when 
the operations are decommissioned [46]. The boreal forest in Canada, for 
example, is changing as a consequence of oil and gas exploration, tran-
sportation, and human settlement expansion. However, oil infrastructure 
expansion had a greater impact on forests than on water, farming land, or 
barren land. From 1975 to 2017, they discovered 0.234% deforestation in 
north-eastern British Columbia [47].

Nuclear Energy

Land is required in the different phases of nuclear power generation, such 
as mining ore, establishing power stations, management, transportation, 
and waste disposal [48], [49]. A nuclear power station with a 1000-Me-
gawatt electrical power output requires approximately 330000 tons of 
uranium ore (0.1% uranium oxide) per year [48]. These amounts of ore 
can be obtained from underground, surface, or solution mining based 
on the geological setting of the neighborhood [49]. Approximately 7 ha 
of land is required to be ore mined to produce 1000-Megawatt electrical 
power for one year. Land transformation is higher in the case of nuclear 
power production than coal-fired energy in the USA [31]. In addition, a 
large buffer area is needed for transporting fuel and waste. The areas are 
isolated and free from usual development but are being used as wildlife 
habitats through biodiversity and conservation programs by many nuclear 
energy operators. Moreover, reprocessing of spent fuel needs further land 
transformation through establishing transportation systems, operation of 
reprocessing plants, etc. [40], [48].  

3.1.2 Renewable Energy

The decision makers around the world are well aware of our limitations 
regarding the fossil fuels we have. In addition, oil price fluctuations, incre-
asing changes in climatic conditions and their associated impacts on the 
world economy have motivated many countries in the world to produce re-
newable energy both on a small and large scale [16]. Renewable energy is 
the source of energy that is naturally replenishing and virtually inexhausti-
ble in duration. The energy is acquired from naturally regenerated sources 
over a human timespan. The most common renewable energy sources 
are wind energy, solar energy, biomass, hydropower, and deriving energy 
from waste, etc. These renewable energy sources have significant implica-
tions for natural landscape change.

Wind Energy

Wind energy is becoming more familiar as a non-conventional source of 
energy in many parts of the world. China has the highest installed wind 
capacity, 221 gigawatts (GW), and the largest wind farm, 7965 megawatts 
(MW), in the world. The United States is the second largest wind capa-
city country (96.4 GW), while Germany (59.3 GW) is the third largest. Be-
sides, with 35 GW of wind capacity, India’s position is fourth, followed by 
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Spain (23 GW) and the United Kingdom (20.7 GW) [50]. Agricultural land, 
livestock grazing, fallow land, etc. are the most compatible land uses for 
wind energy production because of height and noise issues for establishi-
ng wind turbines. Situated in residential or commercial areas, wind turbi-
nes are not feasible because adjacent buildings impede the wind on one 
hand. On the other hand, the noise created due to turbines crosses the 
recommended noise level (25–40 dB at night, with 10 dB higher for dayti-
me) of the International Standards Organization (ISO). The noise created 
by wind turbines may vary depending on the power capacity and types of 
turbines used, as well as available wind speed. The usual range of noise 
created by wind turbines is 96-108 dB [51]. Therefore, establishing wind 
turbines needs to change the present land use of agricultural, livestock 
grazing, and fallow land. Although these changes happen on a small scale, 
they have significant impacts. In addition, establishing infrastructure for 
the construction of wind turbines, operation and maintenance, and energy 
supply systems needs alteration of land uses in the production and service 
areas [52].

Solar Energy

The demand and use of solar energy have been increasing around the 
world using two popular methods, i.e., photovoltaic (PV) and concentrated 
solar power (CSP) systems. In 2015, the total capacity of solar-powered 
electricity reached 227 gigatons (GWe), accounting for about 1% of global 
electricity production. PV farms and CSP are large-scale centralized met-
hods of solar energy production that require a huge volume of insolation 
as well as land use concern. The National Renewable Energy Laboratory 
(NREL) reported that the average required land area (direct use) for pro-
ducing 1 MW of electricity in the United States is about 7.3 acres [40]. 
About 114–261 square meters of land are usually needed depending on 
available insolation to fulfil a person’s energy demands using PV methods 
[53]. Land use changes (through forest clearance, construction activities, 
etc.) for solar energy production are observed at different rates in many 
countries like the United States, China, etc., which have several potential 
effects on soil erosion [40].  

Biomass

Biomass is considered the fourth largest source of energy while the first, 
second, and third sources are oil, coal, and natural gas, respectively. It 
uses about 6.41% of total global energy consumption [54]. It is the largest 
source of renewable energy that can be produced from different sources 
of raw materials such as agricultural crops, forestry and wood processing 
residues, algae, household wastes, industrial wet wastes, etc. Biomass 
energy, such as biogas and biofuel, can be used for cooking, heating, and 
electricity generation, as well as transportation fuel [55]–[57]. Like other de-
veloping countries in South and Southeast Asia, biomass energy is being 
used as the main source of household energy in Bangladesh [58]. Global 
demand for biomass energy has doubled in the last four decades and is 
still increasing [59]. Although only 0.5% to 1.7% of agricultural land is cu-
rrently used to grow biofuel raw materials, there is significant potential for 
small-scale and large-scale production [60]. Biomass production is heavily 
reliant on available cultural land and land use policies, which may increase 
land transformation [55], [60]–[62]. The effect of biomass on land use is 
largely due to the cultivation and processing of feedstock, as well as tran-
sporting fuel to the power plant. For biomass energy production to work, 
there needs to be a lot of planning over a long period of time that takes into 
account competing uses of land and resources [63].

Waste Energy

The water-to-energy (WTE) process has a strong significance for land use 
alteration. Agricultural or commercial uses of land can be transformed into 
solid waste disposal sites in order to generate utility and industrial fuel [64]. 
According to the origin of waste, solid waste can be categorized as (a) 
municipal solid waste (MSW) includes food-kitchen-green waste, paper 
waste, product packaging waste, appliance waste, etc.; (b) industrial solid 
waste (ISW) includes inert industrial waste (chemically or biologically non-
reactive) and non-hazardous waste; and (c) healthcare solid waste (HSW), 
also called solid medical waste (SMW), includes plastic discarded gloves, 
syringes, bandages, human or animal tissues, clothes, etc. [65]. However, 
the magnitude of economic or agricultural losses caused by solid waste 
dumping varies by location, but in most cases, all biodiversity is destroyed 
in such territory [64]. Particularly, biodiesel generation from municipal solid 
waste requires available land surface, ignoring food feedstocks that contri-
bute to global land-use change [66].

Hydropower 

Hydropower is the most abundant form of renewable energy, accounting 
for more than 70% of all green energy and more than 16% of global electri-
city supply from across all energy sources [40]. In contrast to electricity 
derived from fossil fuels, increasing hydropower energy output has the 
potential to reduce greenhouse gas emissions [67]. Hydropower is often 
touted as a low-cost, low-carbon, advanced technology for satisfying 

growing energy needs and boosting economic growth [68]. River basin 
management and reservoir creation for establishing a hydropower plant 
as well as its associated economic activities may trigger the changing na-
ture of social status and economic well-being as a result of changes in 
land use and land cover (LULC) and hydrologic patterns in the water basin 
area. In addition, a hydropower project can contribute to increased urba-
nization through reducing flood risk and improving development activities 
[69]. And, of course, urbanization has been one of the leading causes of 
land use change in recent decades. A large-scale hydropower plant inclu-
des the construction of structures such as roads, dams, culverts, tunnels, 
power station infrastructure, and electricity power grids, leading to the cle-
aring of forest and the relocation of human settlements. In addition, the 
reservoir’s inundation on land could kill ecosystems, destroy infrastructure 
and settlements, harm livelihoods, etc. [70]. The World Commission on 
Dams reported that about 40-80 million people were displaced due to the 
socio-economic consequences of dam establishment activities [71]. Later, 
research on “land use and renewable energy planning’’ estimated that in-
direct deforestation rises between 11.3% and 59% and land use for agri-
culture increases between 7% and 50% due to hydropower development 
in any given site for any given year [69].

3.2 Impacts of Land Use on Energy Efficiency
Isolated land use patterns make housing scattered, sparse population 
densities, average distance traveled for commuting or personal trips, etc. 
are directly related to increasing vehicle miles traveled [72]. Vehicle miles 
traveled or VMT is a performance measure widely used in land use and 
transportation planning with a view to sufficient energy use. It is defined by 
measuring the total amount of distance traveled by all vehicles in a spatial 
unit over a fixed period of time, usually one year. VMT is considered as a 
crucial proxy data for identifying vehicle emissions, energy consumption, 
etc. [73]–[75]. Energy efficiency (EE), or efficient energy use, is basically 
defined as using less energy to carry out similar work, and in this way, 
energy waste can be eliminated. The main concern of EE is to reduce the 
required amount of energy for producing goods and services. The most 
efficient way of achieving energy efficiency in the built environment can 
be obtained through means of land use planning with a view to lowering 
energy requirements and consumption is by reducing VMT [20], [76]. Su-
stainable development and energy conservation can be achieved throu-
gh reducing vehicle miles travelled using a variety of methods, including 
mixed-use development, urban block development, and encouraging 
transport-oriented development. In addition, establishing a combined heat 
and power system, ensuring available green spaces, and energy-suppor-
ting land use policies can unlock energy efficiency and ensure sustainable 
development.

3.2.1 Mixed or Blended Land Use Development

Mixed or blended land use development in the sense of urban deve-
lopment combines at least two distinct types of compatible land uses, 
such as residential-commercial, residential-commercial-institutional, etc., 
into one space. It may be in the same building or in close proximity to 
each other. To some extent, the functions of these blended land uses are 
physically and functionally integrated [15], [17], [77]. For instance, mixed 
use development can be vertical where a single building could include a 
business on the first floor and residential uses on the upper floors, or can 
be horizontal where a range of different structures on the same site each 
perform a definite objective, such as a neighborhood area that has housing 
buildings, office buildings, a playground, a park, a shop, and other faciliti-
es (Figure-1). Mixed land use development increases the neighborhood’s 
liveliness and makes the urban environment more attractive. In order to 
reduce energy demand for motorized travel, average travel distances 
(commuting or personal trips), and promote walking and other non-mo-
torized travel, mixed land use development is more realistic than mono-
functional neighborhoods [15], [78]. 

Source: North Shore City [79]

Figure 1: Mixed land use on the Block and Building Scale
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One of the earliest cities in North America that adopted mixed-use de-
velopment policies is Toronto, Canada. City planners started to promote 
high-density development by blending land uses near to metro stations 
during the rapid expansion of the city’s transit network in the 1960’s. In 
1980, the regional government of Toronto came up with a plan called Me-
troplan to promote the use of aligned transit networks. In 1986, the mu-
nicipal administration took the initial step with a zoning bylaw under the 
Toronto legal framework that allowed for commercial, residential, and in-
stitutional use to be blended and formed a new dimension of land use. The 
zoning bylaw was revised in 2013 and continues to focus on accommo-
dating a blended land use. Although mixed-or blended-use developments 
may be found all throughout the city, the majority of Toronto’s blended-use 
zones are concentrated in the city center. City center dominated blended 
development occurred due to the city’s political legacy and developmental 
history, which has also prioritized combining land uses near transportation 
networks. The concept of mixed land use in Toronto has been adopted 
by other Canadian and American cities to effect similar changes[80]–[83].

3.2.2 Urban Block Development

Scholars define an urban block as a part of an urban area that is spatially 
isolated by road network from the surrounding parts. It is also called the 
residential cluster encompassed by the road network [84]. There are three 
types of urban blocks, such as tower blocks, linear blocks, and perimeter 
blocks. The same amount of floor space could be arranged in towers, li-
near, and perimeter blocks, but there is a need to control its height. It is 
estimated that the same result can be achieved in a fifteen-story tower, 
five-story linear, and three-story perimeter block [85]. There is no fixed size 
for an urban block, it may vary across the cities around the world. The 
appropriate extent of a block is up to 120 m considering walkable, active, 
and livable urban space, but sometimes it may be accepted up to 500 m in 
high-rise urban areas. In Tokyo-Japan, the size of a typical urban block is 
50 m wide, while it is 70-100 m in Vienna or Paris, and 100-120 m in New 
York and Washington D.C. Urban blocks represent mixed uses and public 
shops exist on the ground floor, usually in a linear pattern and connected 
with the road network [17]. Hence, energy savings can be achieved throu-
gh decreasing energy demand for motorized travel [78].

3.2.3 Transit Oriented Development

The Intergovernmental Panel on Climate Change stated that energy ge-
neration and consumption are the key contributors that emit almost two-
thirds of greenhouse gas emissions. Cities, particularly their transport 
systems and household requirements (heating and cooling), are the domi-
nant sources of energy consumption [86]. It is estimated that world energy 
demand will rise by about 1.3% yearly up to 2040 [87]. Transit-oriented 
development (TOD) can contribute to reducing a certain amount of gre-
enhouse gas emissions from urban areas. TOD is a tool for urban land 
use and transportation planning that focuses on mixed-use development 
within walking distance of transit stops in order to maximize transportation 
service efficiency [88]–[90]. The distance between origin and destination is 
a key factor in TOD that influences whether users use transit or not. Many 
scholars identify that the standard walking distance is 10 minutes from a 
house, business, or leisure spot to public transport [88], [91]. However, 
this distance may vary depending on the location and user specific needs.

3.2.4 Combined Heat and Power (CHP)

A country can achieve energy efficiency by introducing and incorporating 
combined heat and power (CHP) systems at an individual and/or district 
level. CHP is a system that makes both heat and electricity in a single 
step [20]. Combined heat and power (CHP) at district level, usually called 
district heating with combined heat and power (CHP-DH), is a system or 
process of generating heat at a central level and distributing it to the users’ 
premises through insulated pipes [92]. The actual benefit of CHP-DH, on 
the other hand, is greater in mixed-use development than in single-use 
neighborhoods [20], [76]. However, CHP at an individual level also pro-
vides an outstanding opportunity to supply heat and power to many bu-
ildings, like hotels, educational institutions, medical centers, residential 
houses, etc.

3.2.5 Green Spaces

Most urban areas are considered the centers of heat generation and are 
commonly called “urban heat islands” [93] They largely depend on solar 
insolation, wind speed, cloud cover, humidity, vegetation coverage, con-
struction materials, etc. [94], [95]. Urban heat islands consume vast amo-
unts of cooling energy during the summer season [96]. Sufficient green 

space in urban areas reduces air temperature on both the horizontal [97] 
and vertical [96] scales, as well as cooling energy requirements within the 
urban area and its periphery [17], [94]–[97]. Some scholars explain green 
spaces as the “natural air conditioner” that can reduce building energy 
[98], [99] and create barriers to release carbon dioxide, nitrogen dioxide, 
and ozone gases into the air [100]. 

3.2.6 Energy Support Land Use Plan and Policies

Land-use planning is “the systematic assessment of land and water 
potential, alternatives for land use, and economic and social conditions 
in order to select and adopt the best land-use options” [101]. Land use 
planning and regulations are public policy exercises that designate and 
regulate land use in terms of enhancing the environmental, financial, and 
sociocultural efficiency or well-being of a community. These regulations 
are also involved in achieving energy efficiency or diminishing marginal 
energy demand. Many scholars [20], [102], [103] identified land use po-
licies as the root cause of land use change. Land use policies can attain 
energy conservation by incorporating several sections regarding mixed 
use development, urban block formation, transport-oriented structural de-
velopment, establishment of combined heat and power systems, green 
field development, improvement of mass transport, walking, cycling acce-
ss, etc. [17]. 

4. CONCLUSIONS
Land use is the human utilization of land, which is considered the modifi-
cation, alteration, and management of the physical environment into built 
environments such as settlements, agriculture, transportation, industry, 
recreation, and open space. The changing pattern of land use is a major 
concern for the improvement of the healthy well-being of human society. 
Energy has been considered as the central determinant for smooth econo-
mic development and people’s livelihoods. The nexus between land use 
and energy can be discussed as the impacts of energy on land usage and, 
conversely, the impacts of land use on energy. It is recognized that direct 
and indirect land use changes occur during the different stages of extrac-
tion, deposition, and transportation of fossil fuels and uranium ore. Mining 
for fossil fuels and uranium ore has a direct impact on land usage by cle-
aring vegetation and destroying top soil. Furthermore, supplying fuel for 
mining operations, establishing associated infrastructure, and disposing of 
waste all have an indirect impact on the land uses of the associated areas. 
Moreover, generating renewable energy also has several direct and indi-
rect impacts on land usage. The installation of wind turbines necessitates 
a direct change in the current land use of agricultural, animal grazing, and 
fallow land. In addition, creating infrastructure for wind turbine constructi-
on, operation, and maintenance, as well as an energy supply system, requ-
ires land use changes in the production and service areas. Furthermore, 
the effects of biomass on land usage are primarily attributable to feedstock 
cultivation and processing as well as fuel transportation to power plants. 
Likewise, the production of biodiesel from municipal solid waste requires 
available land surface, ignoring food feedstocks, which contribute to glo-
bal land-use change. In a similar way, the building of highways, dams, 
culverts, tunnels, power station infrastructure, and energy transmission 
networks for large-scale hydropower plants leads to the destruction of fo-
rests and the relocation of people.

This research found blended land use development as the most efficient 
approach to achieve energy efficiency through land use planning. This form 
of development, which is more practical than a monofunctional neighbor-
hood, mixes at least two different types of compatible land uses to mini-
mize energy demand for motorized travel, average commute or personal 
trip distances, and encourage non-motorized modes of transportation like 
walking. Furthermore, urban block and transit-oriented development can 
significantly lower the energy demand for vehicle trips. Moreover, an inte-
grated heat and power system, green space in the neighborhood, as well 
as energy-supporting land use plans and regulations, may help to achieve 
energy efficiency and ensure long-term development.

Funding: ERASMUS+ PROGRAMME OF THE EUROPEAN UNION, grant 
number 598746-EPP-1-2018-LT-EPPKA2-CBHE-JP.
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SUMMARY
The purpose of this paper is to implement an application in LabVIEW programming language which logs the measurements from photovoltaic (PV) 
inverters. The application’s communication module is connected to the inverters of the PVs via the Modbus TCP/IP protocol and collects the me-
asurements of appropriate process quantities, such as the active power, the total electricity produced, the panel temperature, the insolation, the 
air temperature, etc. Furthermore, all the collected measurements are saved on a 15-minute basis in separate csv files for each day. Additionally, a 
graphical user interface (GUI) is developed, where the collected measurements from the PV are displayed. The PV for which the application is deve-
loped is located on the roof of the building B of the University of Zagreb Faculty of Electrical Engineering and Computing (FER). 
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1. INTRODUCTION
Technical and scientific challenges of the twenty-first century lay in 
providing energy to humanity in a safe, sustainable, and clean way [1]. 
According to this goal, photovoltaic (PV) sources are currently one of the 
most relevant renewable energy resources (RES), e.g.  [2]. PV systems 
are attractive for electricity generation due to no carbon emissions during 
operation and easy maintenance, as compared to the other RES. The ava-
ilable solar radiation needed to meet the world’s energy requirements is 
more than sufficient. For these reasons, in the last decade, the PV systems 
market has experienced a remarkable growth, primarily due to reduced 
production costs and increased electricity prices [1]. As compared to the 
above-mentioned benefits, PV also have some limitations, such as depen-
dencies of geographical longitude and latitude, weather forecasting, and 
limitations in production energy only during the sunny days [3]. Consequ-
ently, the supervisory control and monitoring of these systems is especially 
significant for the optimization of their effectiveness. 

This paper presents a detail characterization of performance and dyna-

mic behavior of a PV system using a real-time application developed in 
LabVIEW. LabVIEW is a graphic programming language that has found its 
application in many scientific fields and technical engineering.  In this pa-
per, the development of an application for collecting, processing, and mo-
nitoring the measurements from a PV system is described. The proposed 
method is a cheaper solution than many commercial SCADA (Supervisory 
Control and Data Acquisition) systems, which provides reliability and sa-
fety by creating a database used for a detailed analysis of the PV system. 
The developed application and collected measurements are according to 
the implemented advanced measurement system proposed in [4]. Many 
applications developed in the LabVIEW for tracking PV systems are shown 
in the following literature [1], [3], [5], [6], [7]. 

The remainder of the paper is structured as follows. The second section 
describes technical characteristics of PV located at the University of Za-
greb Faculty of Electrical Engineering and Computing (UNIZG-FER), where 
the measurements are acquired. In the third section, the Modbus TCP/IP 
protocol is presented, which is used for the establishing a communicati-
on between the PV inverters and the server. A detailed description of the 
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functionality of the developed application is provided in the fourth chapter, 
along with a graphical representation of the collected measurements.  

2. PV SYSTEM 
The intensity of solar radiation in Croatia is among the highest in Europe. 
For example, the annual sum of global radiation is 1300 kWh/m2 in the 
northern parts of Croatia and increases up to 1850 kWh/m2 in the southern 
parts of Croatia [8]. Possible annual electricity production in 1 kWp (PV 
system capacity; the maximum electrical capacity that a PV cell can give 
in ideal circumstances: a solar collector facing the sun in a cloudless sky) 
system ranges from 975 kWh/kW in the northern Croatia up to 1375 kWh/
kW in the southern Croatia [8]. The reference electric power that a PV panel 
produces is defined for an average cell temperature of 25 °C and solar 
radiation intensity of 1000 W/m². Under these conditions, the PV cell gene-
rates maximum power. This value is relevant for producers, but in opera-
ting conditions terms, the power of a PV cell depends on the temperature 
changes and the level of solar irradiation [9].

PV inverter is the main element of any PV system, as it converts direct 
current of PV modules into alternative current compatible with the network. 
It simultaneously controls and monitors the entire power plant. The inver-
ter measures voltage, current, frequency and impedance of the network, 
and is switched off if any of these values deviates from its default value 
range. This ensures, on the one hand, that the PV modules always opera-
te at maximum power, depending on the irradiation and the temperature. 
On the other hand, it continuously monitors the electrical network, and is 
responsible for compliance to various security criteria. In the PV plant at 
UNIZG-FER, two types of PV inverters are used: Sunny Tripower 10000TL-
20, manufactured by SMA [10], and Fronius Symo 12.5-3-M manufactured 
by Schrack industry [11] . 

2.1 Sunny Tripower 10000TL-20
Sunny Tripower 10000TL-20 is a three-phase inverter without a transfor-
mer, nominal power of 10 kW and maximum efficiency of 97,6 %. At its 
input A, there is a Maximum Power Point (MPP) tracker related to the west 
orientation and has twenty-one modules, while at the input B there is an 
MPP tracker related to the east orientation and also has twenty-one modu-
les, as shown in Figure 1. In addition to the above, the inverter is equipped 
with an overcurrent protection of strings, a monitoring system for the 
network operation, a device for automatic synchronization to the network 
voltage, a monitoring system for the waveform of the network voltage and 
protective devices. The expected annual yields obtained by the simulation 
for the Sunny Tripower 10000TL-20 inverter are around 1065 kWh per in-
stalled kilowatt of PV field power [12]. 
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Figure 1. Connecting Sunny Tripower inverter with a PV system [12]

The technical parameters and specification of Sunny Tripower 10000TL-
20 are shown in Table 1.

Table 1 Technical parameters of Sunny Tripower 10000TL-20 inverter [12]

Parameter Value
Max. input (DC) power 13.500 Wp
Max. input (DC) power 1000 V
Input voltage operating range 320 – 800 V
Max. output (AC) power 10000 W
Num. of MPPT units 2
Nominal output voltage (AC) 230 V/400 V
Max. output current 14,5 A
Network frequency 50 Hz
Dimension (W/H/L) 470 mm/730 mm/240 mm
Weight kg

2.2  Fronius Symo 12.5-3-M
Fronius Symo is a three-phase inverter without a transformer, with a no-
minal power of 12.5 kW and a maximum efficiency of 97,6 %, adapted to 
any system size. 

Thanks to the possibilities provided by SuperFlex Design, Fronius Symo 
is optimal for curved roofs or roofs that are differently oriented. Standard 
internet connection via WLAN or Ethernet, as well as easy integration of 
the components from other manufacturers, make Fronius Symo one of the 
most adaptable inverters on the market in terms of communications. The 
module interface, moreover, allows a dynamic power management and a 
clear view of the local consumption. Furthermore, the inverter is equipped 
with protective devices that include DC insulation, DC disconnector, over-
load protection by shifting operating point or power limitation, and pole 
reversal protection [11].
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3. MODBUS TCP/IP
Modbus is an application layer messaging protocol, positioned at the se-
venth level of the Open Systems Interconnection (OSI) model, which ena-
bles Client/Server communication between devices connected to diffe-
rent buses or networks. Modbus is standard, open-source and the most 
commonly used network protocol in an industrial production environment 
[13].  It is a request and response protocol, implemented by Master/Slave 
or Client/Server relationship. In a Master/Slave relationship, the communi-
cation happens in the pair – one device must initiate the request and then 
wait for the response. The master is responsible for initiating each interac-
tion. The Human Machine Interface (HMI) or SCADA system is commonly 
master, while the slave is commonly Programmable Logic Controller (PLC) 
or sensor. The contents of these requests and responses, and the network 
layers through which they are sent, are defined by different protocol layers. 
The Modbus message consists of a protocol data unit (PDU) which is in-
dependent of communication layers [34]. Modbus PDU format is defined 
like the function code followed by the associated data set. The PDU spe-
cification defines the basic concepts for data access and manipulation.

Data collected via Modbus are stored in address ranges or in one of four 
memory blocks: coils, discrete inputs, holding registers and input registers. 
Depending on the industry specifications or application, names of blocks 
may vary. With the specified memory blocks, data types and master-lave 
access rights are also defined. Slave devices have a direct access to data 
that is locally saved on the devices. In contrast, the master must require 
access to this data via various function codes. In addition to the Modbus 
protocol functionality defined in the PDU, multiple network protocols can 
be used. The most common protocols are serial and TCP / IP (Transmissi-
on Control Protocol / Internet Protocol), but others such as UDP (Unit Data 
Protocol) can be used. To transfer data across layers, Modbus includes an 
ADU (Application Data Unit) which is adapted to each network protocol. 
Modbus requires certain data to provide reliable communication. Unit ID 
or addresses are used in each ADU format to provide application layer rou-
ting information. Each ADU comes with a full PDU, which includes function 
code and associated data for the default request. For reliability, each me-
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ssage includes the information error checking. Finally, all ADUs allow de-
termining the beginning and end of the request frame. The three standard 
ADU formats are: TCP, RTU, and ASCII. RTU and ASCII are ADUs that are 
used over a serial line, while TCP is used over TCP/IP or UDP/IP networks. 
TCP/IP determines the rules of data exchange via the Internet by providing 
end-to-end communication that identifies the rules, e.g. how to divide data 
into packets, and how to address, transmit, direct or receive data at the 
destination. The protocol is designed to make networks dependable, with 
the ability to automatically recover from a failure of any device on networ-
ks. TCP defines how applications can create communication channels in 
a network. It also manages the way a message is compiled into smaller 
packets before being transmitted over the Internet and reassembled in the 
correct order at the destination address. IP defines how to address and 
route each packet to the right destination. Each computer connected to 
the network checks the IP address to determine where to forward the me-
ssage. Considering adaptable and ubiquitous physical network (Ethernet) 
with universal network standard (TCP/IP) and independent presentation 
data by the manufacturer, Modbus provides an open and available data 
exchange network. It is easy to implement for any device that supports 
TCP/IP ports. The Modbus TCP ADU consists of a 7-byte header (MBAP) 
and N-byte data units (PDUs). The MBAP header includes Unit ID used 
to communicate via devices such as routers and gateways using a sin-
gle IP address to support multiple and independent Modbus endpoints. 
The MBAP is also contained of a ProtocolID, which is commonly equal to 
zero, TransactionID used in the networks where more requests send at 
the same time, and Length. The inverters, Sunny Tripower 10000TL and 
Fronius Symo 12,5-3-M, have integrated Modbus TCP servers and they 
are supported for communication using the MODBUS TCP / IP commu-
nication protocol.

4. DEVELOPED APPLICATION FOR 
DATA LOGGING AND MONITORING
In this paper, the main aim is to collect measurements of relevant pro-
cess quantities from the PV inverters such as current active power, total 
electricity produced, panel temperature, irradiation, ambient temperature, 
etc. The mentioned measurements are needed to save them to csv files 
in order to be available for further analysis and forecasting. Therefore, a 
communication between the PV inverters and the central computer needs 
to be established. The PV power plant consists of seven inverters and one 
data manager, which is used to collect temperature and irradiation data. 
Furthermore, it is necessary to design a graphical user interface (GUI), 
where the collected measurements from the PV power plant will be dis-
played. The graphical interface should consist of a main screen, on which it 
will be possible to select measurements from an individual inverter or total 
measurements for the entire PV power plant. 

The State Machine structure used to develop the application in LabVIEW 
consists of three mains while loops: the loop to read data from the inver-
ters, the loop to process and store data in a file and the loop to display 
data in the User Interface. The design pattern on which the application is 
based is Producer/Consumer.  The Producer/Consumer design pattern is 
purposed at enhancing the data sharing between multiple loops running 
at different rates. It is used to separate the State Machine loops. one loop 
“produces” data, while the other loops “consume” them at different rates. 
The Producer/Consumer pattern is the most suitable for an application 
which acquires data while processing them in the order in which they are 
received. Consequently, collecting this data is much faster than their pro-
cessing. If the producer and the consumers were in the same loop, the 
speed of collection data would be slowed down to match the data pro-
cessing speed. That is why it is useful to separate the code into a data 
collection part and a data processing part.

Communication between the producer and consumer loops is done by 
using queues. The queues in the Producer/Consumer form are based on 
the FIFO (First In First Out) theory. In the Producer/Consumer form, queues 
can be applied using LabVIEW synchronization functions. The following 
advantages are derived using queues in the Producer/Consumer form:

• both loops are synchronized -- the consumer loop is executed only 
when the data is available in the queue;

• efficient code is created using queues;

• eliminating the possibility of losing data in the queue while adding 
new data.

The producer loop is commonly simpler than the consumer loop. The task 
of the producer loop is to read and collect measurements from the PV 
inverters, check the time and to forward the collected measurements to 
the consumer loop. The purpose of the consumer loop is to create folders 
in which the data will be stored in a csv file and use data for monitoring. 

Therefore, the program creates a new file every day in which the measure-
ments for that day are saved. Also, for each new month or year, a new map 
will be created for better data visibility.

The queue should be initialized outside the producer loop using the “Obta-
in Queue” function and associate it with an appropriate data type. To add 
data to the queue within the producer loop, the “Enqueue Element” func-
tion is used. The consumer loop retrieves data from the queue created in 
the producer loop, and then removes the data from the queue using the 
“Dequeue Element” function. The first data inserted in the queue is also the 
first data to be removed from the queue. Moreover, before executing the 
program, the inverter initialization must be done.  The required initialization 
data contains 3 elements: “Inverter Name”, “IP address” and “UnitID”. “In-
verter Name” is the name of the inverter, “IP address” is the address over 
which measurements are sent from an individual inverter and “UnitID” is 
the identification number of each inverter. “UnitID” for SMA inverters can 
be freely configured within the range of 3 to 123, and the default value is 
3. With Fronius Symo inverters, “UnitID” is equal to the number of inverter, 
and it can be configured using the control panel on the inverter.

4.1 User Interface
The front panel of this application is in fact a graphical user interface that 
is characterized by simplicity and clarity. The interface displays measure-
ments that give users an insight into the current situation, but also the 
possibility of their further processing and analysis.  The interface consists 
of nine tabs:

• Data Manager

• Sunny  Tripower 1

• Sunny Tripower 2

• Sunny Tripower 3

• Fronius Symo1 

• Fronius Symo 2

• Fronius Symo 3

• Froius Symo 4

• Data list

In Figure 3, the initial “Data Manager” tab shows data read from the devi-
ce of the same name, radiation, temperature of PV modules and ambient 
temperature. Also, the total measured active power for the PV power plant 
in the period of the last hour is shown. At the top of the interface, there is 
an indicator that turns red if a communication error occurs. 
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the measurements are adjusted for the corresponding inverter. The tabs are 
intended for instant display of all measured quantities. Displaying the measured 
quantities in real-time is a great advantage because the current state of the system 
can be obtained. Also, the current display gives an insight into whether the device is 
working properly. The measured quantities are displayed in two ways: numerically 
and graphically, as shown in Figure 4 for Fronius Symo 1 inverter. Possible causes 
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atmospheric disturbances that may affect the sudden change of physical quantities. 
All measured quantities are read from inverters installed in SmartGrid Laboratory 
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except the measurements are adjusted for the corresponding inverter. The 
tabs are intended for instant display of all measured quantities. Displaying 
the measured quantities in real-time is a great advantage because the cu-
rrent state of the system can be obtained. Also, the current display gives 
an insight into whether the device is working properly. The measured qu-
antities are displayed in two ways: numerically and graphically, as shown 
in Figure 4 for Fronius Symo 1 inverter. Possible causes of data deviations 
may be inverter malfunction, communication error or short-term atmos-
pheric disturbances that may affect the sudden change of physical quanti-
ties. All measured quantities are read from inverters installed in SmartGrid 
Laboratory at UNIZG-FER [14].
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Figure 4. User Interface - Fronius Symo 1 

The last tab "Data List" shows a list of the last 200 collected measurements. In 
this way, a better visibility of historical data to the user is ensured. At the bottom of 
this tab, there is also a file path through which the user accesses the csv file where 
can find all collected measurements of the current day. 
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The graphs show the measurements of the active power of the inverters [kW], 
the radiation [W/m²] and the temperature of the PV modules [°C] and the ambient 
temperature [°C] for June 6th, 2022 (Figures 5-8). An increase in the temperature of 
solar cells is always accompanied by an increase in the intensity of the solar cells 
radiation and the output power of the photovoltaic module depends linearly on the 
temperature of the PV modules [15]. 
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The last tab “Data List” shows a list of the last 200 collected measure-
ments. In this way, a better visibility of historical data to the user is ensured. 
At the bottom of this tab, there is also a file path through which the user 
accesses the csv file where can find all collected measurements of the 
current day.

4.2 Display of collected measurements
The graphs show the measurements of the active power of the inverters 
[kW], the radiation [W/m²] and the temperature of the PV modules [°C] and 
the ambient temperature [°C] for June 6th, 2022 (Figures 5-8). An increase 
in the temperature of solar cells is always accompanied by an increase in 
the intensity of the solar cells radiation and the output power of the pho-
tovoltaic module depends linearly on the temperature of the PV modules 
[15].
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Figure 5. Graphical representation of measurements on June 6th, 2022: (a) Total 
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Figure 7. Graphical representation of measurements on June 6th, 2022: (a) Active
 Power of Fronius Symo 1 [kW]; (b) Active Power of Fronius Symo 2 [kW] 

                   

 
 

                
(a) (b)    

Figure 8. Graphical representation of measurements on June 6th, 2022: (a) Active
 Power of Fronius Symo 3 [kW]; (b) Active Power of Fronius Symo 4 [kW] 
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CONCLUSION
In this paper, an application is presented for logging and visualization of 
measurements from a PV power plant located at the University of Zagreb 
Faculty of Electrical Engineering and Computing. The main aim of this pa-
per is to increase the visibility of the PV power plant by implementing a 
system for monitoring and collecting measurements in a real-time. The 
technical characteristics of PV inverters Sunny Tripower 10000TL-20 
and Fronius Symo 12,5-3-M are described in detail. The communication 
between the inverters and the central computer is achieved by the Mod-
bus TCP/IP protocol that enables an open and accessible network for the 
exchange of process data in a simple and reliable way. The graphical lan-
guage LabVIEW is used to create the application that allows analysis, pro-
cessing and display of data in an intuitive way. LabVIEW uses the Produ-
cer/Consumer format to improve program performance to a certain level 
and enable easy multi-process operations performed at different speeds. 
The collected measurements are displayed on the developed User In-
terface which shows the current condition. The created csv files contain 
accurate 15-minute measurements and provide detailed insight into the 
operation of the PV power plant. 

Therefore, this application achieved efficient and synchronized measure-
ments, collecting and processing data in one place, as well as real-time 
communication, whereby the reliability of the electric power system is 
increased. This system with minor upgrades can be easily used to collect 
data and monitor large PV modules and systems or for industrial purposes.
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SUMMARY
The trend toward increasing integration of wind farms into the power system is a challenge for transmission and distribution system operators and 
electricity market operators. The variability of electricity generation from wind farms increases the requirements for flexibility needed for the reliable 
and stable operation of the power system. Operating a power system with a high share of renewables requires advanced generation and consumpti-
on forecasting methods to ensure the reliable and economical operation of the system. Installed wind power capacities require advanced techniques 
to monitor and control such data-rich power systems. The rapid development of advanced artificial neural networks and data processing capabilities 
offers numerous potential applications. The effectiveness of advanced deep recurrent neural networks with long-term memory is constantly being 
demonstrated for learning complex temporal sequence-to-sequence dependencies. This paper presents the application of deep learning methods to 
wind power production forecasting. The models are trained using historical wind farm generation measurements and NWP weather forecasts for the 
areas of Croatian wind farms. Furthermore, a comparison of the accuracy of the proposed models with currently used forecasting tools is presented.
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INTRODUCTION
Energy generation from renewable energy sources (RES), of which a high 
proportion is wind farm (WF) generation, will have an increasingly important 
impact in achieving low-carbon development of the electric power system 
(EPS). Although the integration of wind farms brings many benefits from an 
environmental point of view, the unpredictable and variable nature of WF 
generation poses many challenges for EPS operators (ensuring adequate 
ancillary services, economic dispatching of power plants, dynamic stability 
of the system), electricity market operators, and electricity producers and 
traders. One of the possible solutions to the above challenges is the deve-
lopment of advanced tools and methods for reliable short-term forecasting 
of wind farm generation [1,2]. Wind power forecasting is becoming incre-
asingly important in grid planning, optimization, and control as more and 
more energy is generated from inherently intermittent renewable sources. 
For practical purposes, the forecast time horizon can be divided into short-
term (up to 12 hours ahead) and long-term (up to 72 hours ahead) forecasts 
[3,4]. Short-term forecasts can be used to regulate the system and operate 
the intraday electricity market, while long-term forecasts are often used 
to plan power plant dispatch and the day-ahead electricity market [5]. In 
recent decades, the amount of available information and computer power 
have grown very rapidly, so forecasting methods have evolved from simple 
statistical and physical models to much more complex statistical models, 

including the concepts of machine learning and, more recently, deep lear-
ning [6]. The aforementioned methods of Big Data analysis deal with huge 
amounts of complex data that are not suitable for processing with con-
ventional algorithms. Methods based on a special type of recurrent neural 
network (RNN) with long short-term memory (LSTM) have proven highly 
successful in modeling long-term dependencies of meteorological varia-
bles and energy generation [7,8,9]. This is because LSTM-based networks 
are designed to learn dependencies among sequences of data. Weather 
forecast (Numerical weather prediction-NWP), as the most important input 
for wind power forecasting, provides time-labeled sequences of forecast 
data suitable for training recurrent networks. However, the accuracy of the 
LSTM method depends significantly on the network configuration and pre-
training parameterization, which is specific to each type of application.

Fig. 1 shows the classification of commonly used approaches and met-
hods for wind power predictions. Therefore, the methods used in this pa-
per can be classified as data-driven deep-learning methods for short-term 
point-forecast of a wind power plant production. In addition to the deter-
ministic approach, research is also being conducted on the probabilistic 
quantification of prognostic results, which aims to reduce the uncertainty 
of the forecast using confidence intervals [10].
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Figure 1: Wind power forecasting approaches [5]

RECURRENT NEURAL NETWORKS
The main feature of conventional neural networks, such as densely in-
terconnected networks and convolutional networks, is that they have no 
internal memory. Each input is processed independently without deter-
mining or comparing conditions between inputs. To process a sequence 
or time series with these networks, it is necessary to represent the entire 
sequence at once: turn it into a single data point as the network input 
[11]. Such a neural network is called a feedforward neural network and is 
often used in load forecasting [12][13]. Unlike traditional neural networks 
(NN), recurrent neural networks process series (sequences) by iteratively 
traversing the elements of a sequence and retaining the states that contain 
information about the previous data. RNN is a type of neural network with 
an inner loop and memory. The internal state of the RNN is reset between 
the processing of two different independent sequences, so a sequence is 
still considered a data point: one input to the network. What changes is 
that the data point is no longer processed in one step; the iterates inter-
nally over the sequence elements. Simple (basic) recurrent networks face 
the problem of a vanishing gradient when training long sequences using 
deep networks (networks with multiple layers), which makes them prac-
tically useless. The solution to the above problem was proposed in 1997 
(Hochreiter and Schmidhuber) in the form of networks with long-lasting 
short-term memory, but their practical application has been realised only 
in the last decade. Processing data in the LSTM layer is shown in Fig. 2 
LSTM enables the data (hidden state of cell ht) at any moment t of the 
input sequence (xt) to be transferred into long-term memory (Ct) at a later 
moment in time and deleted from it, if necessary. Stated functions are rea-
lized with the help of special gate functions (ft, it, ot). In short, LSTM-based 
models learn relevant dependencies across the input sequence, avoiding 
the vanishing gradient problem during training.

Figure 2: Data flow in LSTM cell in one step

2.1 Forecasting time sequences of wind farm 
generation
Sequence forecasting is different from other types of supervised machine 
learning in that it requires to maintain the temporal order of sequen-
ce values during model training and testing. Apart from numerical time 
sequences, sentences in text translation represent another type of 
commonly used sequential data for supervised machine learning. In the 
present case of wind power forecasting, time series of Croatian WFs 
power generation are converted into time sequences by segmenting 
continuous two-year time series into partially overlapping sequences.1 

For this reason, the paper deals with the time sequences of WF power 
output.

In general, forecasting problems with sequential data can be divided into 
four groups:

1. forecasting of the following value of the sequence;
2. sequence classification (forecast of the class according to the input 

sequence);
3. sequence generation (e.g., by generating text);
4. sequence-to-sequence prediction.

According to the form of available input data that can be used to forecast 
wind farm generation (sequential forecasts of atmospheric conditions from 
meteorological models) and obtaining historical power generation data 
from the SCADA system, a sequence-to-sequence problem can be for-
med: mapping sequences of (historical) weather forecasts (mostly wind 
speed and direction) to (historical) wind farm power generation sequences 
[14]. Fig. 3 shows the process of data preparation for training, validation, 
and testing of the models used in this work.

Input data, i.e., time series of historical measurements of realized produc-
tion and historical NWP forecasts are ‘cut’ into 72-hour long sequences2, 
aligned by timestamp, and merged in the form of 3D arrays (tensors) with 
dimensions: (sequence samples, horizon (72h), predictors). Mathemati-
cally speaking, the model of deep learning in this case is a composition 
of a matrix (tensor functions), which form is defined in advance using the 
so-called model layers. During the training process, the matrix weights of 
the predefined structure of the model are adjusted, to achieve an optimal 
mapping model from input predictors to output WPP production.

During the training and validation process, the available predictors (in this 
case wind speed and direction) are mapped to the actual power output of 

1 The power generation sequences should be aligned according to time steps with overlapping 
weather forecasts, which in the observed case are generated every 6 hours for the following 72 
hours, which means that there are several forecasts for the same moment.

2 In this paper, the sequence is considered as a 72-h long part of the time series of the realized 
power measurement or NWP forecast.
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machine learning. In the present case of wind power forecasting, time series of 
Croatian WFs power generation are converted into time sequences by segmenting 
continuous two-year time series into partially overlapping sequences.2 For this 
reason, the paper deals with the time sequences of WF power output. 
In general, forecasting problems with sequential data can be divided into four groups: 
 

1) forecasting of the following value of the sequence; 
2) sequence classification (forecast of the class according to the input 

sequence); 
3) sequence generation (e.g., by generating text); 
4) sequence-to-sequence prediction. 

 
According to the form of available input data that can be used to forecast wind farm 
generation (sequential forecasts of atmospheric conditions from meteorological 
models) and obtaining historical power generation data from the SCADA system, a 
sequence-to-sequence problem can be formed: mapping sequences of (historical) 
weather forecasts (mostly wind speed and direction) to (historical) wind farm power 
generation sequences [14]. Figure 3: shows the process of data preparation for 
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2 The power generation sequences should be aligned according to time steps with overlapping weather 
forecasts, which in the observed case are generated every 6 hours for the following 72 hours, which means that 
there are several forecasts for the same moment. 

Josip Đaković, Bojan Franc, Igor Kuzle, Yongqian Liu, Deep Neural Network Configuration Sensitivity Analysis in Wind Power Forecasting, Journal of 
Energy, vol. 70 Number 3 (2021), p. 19–24 
https://doi.org/10.37798/202170389 



21

the WFs under consideration. The difference between training and validati-
on is that validation is used only to monitor the accuracy of the model du-
ring the training process. After the model has been trained, new predictors 
data is inserted into the model for the testing process for which training has 
not yet been performed, so that the model produces a forecast based on a 
“learned” relationship between the weather forecasts and the correspon-
ding power output of the wind farm.

Figure 3: Modeling sequential forecasting model

2.2 Deep learning model for sequential data
The basic structural unit in a deep neural network is a layer. The layer is a 
module for data processing, which takes one or more tensors (data arrays) 
as input and returns one or more tensors as output. Some layers have 
no internal states (dense layers), but RNN-based models have layers with 
internal states and multiple weight matrices that contain the network’s 
‘intelligence’. Sequential data is usually formed as 3D tensors with the 
following dimensions: (samples, time steps/horizon, predictors/feature) 
processed by recurrent layers such as LSTM and GRU (Gated Recurrent 
Unit). A deep learning model is built by “assembling” compatible layers in 
an appropriate configuration depending on the nature of the problem and 
the form of the input data. The layers of the model are usually arranged 
sequentially, meaning that the output of one layer represents the input to 
the next layer, but other topologies are also possible. In addition to the 
choice of network architecture, it is necessary to choose a loss function 
that is minimized during training and represents the accuracy measure 
between actual values and predictions. The value of a loss function, i.e., 
the error, is propagated through back-connections in layer weigh matrices 
(backpropagation through time) by using an optimization algorithm (e.g., 
Adam) based on stochastic gradient descent. For network training, the 
Adam optimizer was used because it is considered a very effective and 
fast training algorithm for deep neural networks. The learning is usually 
completed when the gradient values of all weight parameters are equal or 
close to zero. The process of model training is shown in Fig. 4. The choice 
of the appropriate loss function depends on the nature of the problem 
(regression, classification), and mean square error is most commonly used 
for the aforementioned type of sequential numerical data. Training a deep 
learning model requires considerable computational resources, which de-
termine both the possible ‘depth’ of a model and the speed of training, 
which is usually performed by advanced graphics processing units [17].

Figure 4: Process of training deep learning model

3. APPLICATION OF DEEP LEARNING 
TO FORECASTING WF GENERATION
Before the actual Deep Learning model is created, the input data must 
be prepared, which is usually not in a format suitable for model training. 
Preparation requires data clearing (e.g., removing unreal values, filling vo-
ids, etc.), data timestep alignment (e.g., reducing it to hourly values), and 
forming appropriate data tensors. In the following section, the process of 
model training and testing on real two-year data of a wind farm in Croatia 
is presented.

3.1 Wind farm data
Fig. 5 presents the two-year power generation data (from January 2018 to 
January 2020) of the considered WF in terms of measured wind speed and 
direction, i.e., the real wind power dependence curve of the considered 
WF. The wind rose (wind distribution by directional frequency) is shown 
in Fig. 6 with average wind speeds on the radial axis (e.g., in the interval 
from northwest to west wind (135°- 180°) the average wind speed is 7.72 
m/s). Moreover, the average wind speed is proportional to the frequency 
of the wind direction, the predominant winds being bora and mistral. Fig. 
7 shows the distribution of wind speed at the site with the marking of the 
average wind speed of 6 m/s (red line). Finally, Fig. 8 shows the correlation 
matrix of the measurement parameters in the SCADA system (wind speed 
and direction, operating power, temperature, and pressure).

It can be observed that wind speed has the highest correlation with power 
production (more than 0.8), while other meteorological parameters such as 
air direction, temperature, and pressure have a significantly lower corre-
lation with power. The explanation for the low correlation between wind 
direction and production can be found in the problem of hourly averaging 
of wind direction (e.g., a wind whose direction oscillates between 0 and 
360 degrees can lead to a mean value that suggests the opposite direc-
tion) and the possibility of modern WTG to rotate turbine nacelles in the 
optimal wind direction.

It is expected that wind speed has a positive correlation with the perfor-
mance of WF power higher than 0.9, while wind direction, pressure, and 
temperature have a slightly negative correlation with the performance of 
the wind farm’s power.

Figure 5: WF generation vs. wind speed and direction

Input data, i.e., time series of historical measurements of realized production and 
historical NWP forecasts are 'cut' into 72-hour long sequences3, aligned by 
timestamp, and merged in the form of 3D arrays (tensors) with dimensions: 
(sequence samples, horizon (72h), predictors). Mathematically speaking, the model 
of deep learning in this case is a composition of a matrix (tensor functions), which 
form is defined in advance using the so-called model layers. During the training 
process, the matrix weights of the predefined structure of the model are adjusted, to 
achieve an optimal mapping model from input predictors to output WPP production. 
 
During the training and validation process, the available predictors (in this case wind 
speed and direction) are mapped to the actual power output of the WFs under 
consideration. The difference between training and validation is that validation is 
used only to monitor the accuracy of the model during the training process. After the 
model has been trained, new predictors data is inserted into the model for the testing 
process for which training has not yet been performed, so that the model produces a 
forecast based on a "learned" relationship between the weather forecasts and the 
corresponding power output of the wind farm. 
 

 
                                                           
3 In this paper, the sequence is considered as a 72-h long part of the time series of the realized power 
measurement or NWP forecast. 

 

Figure 4: Process of training deep learning model 

 

Before the actual Deep Learning model is created, the input data must be prepared, 
which is usually not in a format suitable for model training. Preparation requires data 
clearing (e.g., removing unreal values, filling voids, etc.), data timestep alignment 
(e.g., reducing it to hourly values), and forming appropriate data tensors. In the 
following section, the process of model training and testing on real two-year data of a 
wind farm in Croatia is presented. 
 

 
Figure 5: presents the two-year power generation data (from January 2018 to 
January 2020) of the considered WF in terms of measured wind speed and direction, 
i.e., the real wind power dependence curve of the considered WF. The wind rose 
(wind distribution by directional frequency) is shown in Figure 6: with average wind 
speeds on the radial axis (e.g., in the interval from northwest to west wind (135°- 
180°) the average wind speed is 7.72 m/s). Moreover, the average wind speed is 
proportional to the frequency of the wind direction, the predominant winds being bora 
and mistral. Figure 7: shows the distribution of wind speed at the site with the 
marking of the average wind speed of 6 m/s (red line). Finally, Figure 8: shows the 
correlation matrix of the measurement parameters in the SCADA system (wind speed 
and direction, operating power, temperature, and pressure). 
 
It can be observed that wind speed has the highest correlation with power production 
(more than 0.8), while other meteorological parameters such as air direction, 
temperature, and pressure have a significantly lower correlation with power. The 
explanation for the low correlation between wind direction and production can be 

found in the problem of hourly averaging of wind direction (e.g., a wind whose 
direction oscillates between 0 and 360 degrees can lead to a mean value that 
suggests the opposite direction) and the possibility of modern WTG to rotate turbine 
nacelles in the optimal wind direction. 
 
It is expected that wind speed has a positive correlation with the performance of WF 
power higher than 0.9, while wind direction, pressure, and temperature have a 
slightly negative correlation with the performance of the wind farm's power. 
 

 
Figure 5: WF generation vs. wind speed and direction 

 

 

Figure 6: Wind rose with mean wind speed 
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Figure 
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Figure 7: Distribution of WS on WF’s location

Figure 8: SCADA correlation matrix 

3.2 Model
The input predictors of the model were two-year forecasts of wind speed 
and direction from the Aladin 2 meteorological model (NWP). The wind 
speed and direction forecasts are available in the form of 72-hour-long 
hourly sequences computed four times a day, i.e., every six hours. The 
total number of available sequences in a two-year period is regularly divi-
ded into three parts: training, validation, and test in the ratio of 70%, 10%, 
and 20% (the ratio is randomly selected). The Python 3 programming lan-
guage was used to build the model, with the specific modules for deep 
learning, Keras, and TensorFlow for operations with tensors. Fig. 9 shows 
the structure of the two models used. The first model (Fig. 9a) consists of 
one LSTM layer and one dense layer. The mentioned model processes 
sequences only in a chronological way. The other model used is shown in 
Fig. 9b) (bidirectional LSTM), which processes sequences in a chronolo-
gical and reverse manner. The internal states of the LSTM cell of forward 
and reverse sequences are combined with one of the possible functions 
(summation, multiplication, concatenation, etc.) and forwarded to the next 
layer (Fig. 9c).

(a)    (b)  (c)

Figure 9: a) one-directional LSTM model (model 1); b) bidirectional LSTM model 
(Bi-LSTM) (model 2); c) Working principle of BI-LSTM

Fig. 10 presents layers and belonging parameters (report from Tensorflow 
environment) that are adjusted during training. The bidirectional LSTM 
model has almost twice as big internal memory. The size of the internal 
memory is a random (hyper) parameter of the model, like many other para-
meters that should be set before training.

Fiure 10: a) Model 1 parameters; b) Model 2 parameters
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direction oscillates between 0 and 360 degrees can lead to a mean value that 
suggests the opposite direction) and the possibility of modern WTG to rotate turbine 
nacelles in the optimal wind direction. 
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4. RESULTS
Fig. 11 shows the process of training and validating models 1 and 2. The 
training of the model is terminated when the loss function has not chan-
ged over a certain number of epochs (e.g., 10 epochs) in the validation 
data. Fig. 11b) shows the root mean square error (RMSE) between the 
forecasted sequences and the real values on the validation data (the root 
of the loss function on the validation data), i.e., the validation metrics of the 
model. It is obvious that model 2 reaches the minimum of the loss function 
faster, so the overall RMSE is more favorable in the case of bidirectional 
LSTM, which is due to the larger internal memory of model 2.

a)                                                                                               b)

Figure 11: a) Loss function of models 1 and 2 (training and validation) b) metrics of 
model’s accuracy on validation data (RMSE)

Fig. 12 presents the comparison of commercial tools (WPPT2 and WPPT3) 
with two test data samples, in comparison with real measurements of the 
SCADA system and comparison with forecasts of the presented deep le-
arning models. In addition, it is possible to combine the forecasts of both 
models to obtain an average prediction that can provide better results (red 
curve - ensemble_pred). It can be seen that the proposed models provide 
forecasts of commercial accuracy with a relatively shallow model structu-
re. Of course, more complex, and ‘deeper’ models could provide better 
results. It is interesting to note that the WPPT2 tool uses the same NWP 
forecasts (Aladin 2) as the input data used in this work, while WPPT3 uses 
multiple NWP forecast sources (Enfor). Fig 12 c) presents a horizon RMSE 
performance comparison on the test dataset (500 sequences) where it can 
be seen that the WPPT2 model had the worst while the ensembled model 
had the highest accuracy.
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Figure 12: Model comparison with commercial tools and SCADA measurements; a) 
sample 1; b) sample 2; c) Horizon RMSE comparison (test dataset)

CONCLUSION

This paper shows one of the approaches to applying deep learning to 
wind power forecasting using recurrent networks for sequential data. The 
process of data preparation and the data structure, as well as the model 
structure, are explained. Finally, a comparison of the forecasts obtained 
by the proposed methodology and commercial tools is presented using 
two samples, which provides insight into the accuracy of the forecasts 
obtained with methods of deep learning. The results showed that deep 
recurrent LSTM-based networks can outperform commercially available 
forecasting tools when trained using only the wind speed forecast as an 
input feature. Future research will focus on developing more complex mo-
dels of deep learning to increase overall accuracy.
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SUMMARY
This paper gives an engineering review of the phenomenon of cavitation on hydraulic machines: turbines, pumps and ships propellers. The 
types of cavitation and its consequences are presented by the cabinet study of the results of relevant researches on models and real plants. 
In the special focus of this paper are the techniques of exploration of cavitation erosion: visual examination, measurements of pressures and 
vibrations and CFD methods.

KEY WORDS
Cavitation, turbine, detection, pressure

Journal 
of Energy

journal homepage: http://journalofenergy.com/

VOLUME 70 Number 3 | 2021 

1. INTRODUCTION
Liquids usually have characteristic that change chemical phase from 
liquid phase to vapour phase. Phase changes are introduction in cavi-
tation phenomenon. Cavitation in cosmetic surgery is very positive 
phenomenon while for hydraulic turbomachinery is negative phenom-
enon. This is generally an undesirable phenomenon, which cannot be 
avoided, but scientists, engineers and businessmen can reduce its 
harmful effects by using various techniques, more or less successfully, 
by detecting cavitation. It is in focus of interest of this paper.
Cavitation as unwanted process appears at turbomachinery, and es-
pecially at water turbines pumps etc. Typical cavitation on hydraulic 
machines like water turbines and screw propeller are shown at Fig 1: 
a) Francis turbine – cavitation vortex [1], b) Ship propeller [2], c) Francis 
turbine - inlet cavitation [3], d) Francis turbine - outlet cavitation [3], f) 
pump cavitation, [4].

a) [1]

b) [2]

1 c) [3] 
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Figure 1. Cavitation on hydraulic machines 

The occurrence of cavitation depends directly on the hydraulic per-
formance of the machine, the rotor profile and material selection, and 
the mode of operation of the machine, percentage of dissolved gases, 
high temperatures and low viscosity, impurities in the form of particles 
and gas also have an effect on cavitation. [5] Also the geodetic height 
of machine is also very important.
Cavitation (Ger. kavitazion, franc. cavitation, lat. cavitas, cavus: hollow, 
cored) is cavity, empty space, [6].
Well, let’s start with, every engineering methodology is always based 
on a clear and unambiguous analysis of the occurrence, process, or 
generally speaking, of an observed problem. Cavitation can be ob-
served in two different ways as vaporous cavitation and as gaseous 
cavitation. For hydraulic machines vaporous cavitation is more fre-
quent than the gaseous cavitation.
What is cavitation? In hydrodynamics cavitation is a phenomenon in 
which rapid changes of pressure in a liquid lead to the formation of 
small vapour-filled cavities, in places where the pressure is relatively 
low. Cause of cavitation is mechanical. Using the Bernoulli equation 
the pressure is lower where fluid velocity is higher. If the pressure is 
lower than the vapour saturation pressure than the cavitation bubbles 
occurs, [6].
Saturation pressure pva depends on type of liquid and temperature. 
Water at 100°C saturate at pressure of pva = 101.325 kPa, but at room 
temperature of 20°C saturate at pressure of pva = 2.337 kPa.
When the cavitation bubble or cavity filled with the vapour phase 
reaches the area of static pressures higher than the evaporation pres-
sure pva and pressure in the liquid rises, vapour bubble implode (nega-
tive explosion), Figure. 2, [3].

Figure 2. Cavitation process [3]

Collapsing voids that implode near to a metal surface cause cyclic 
stress through repeated implosion. These results in surface fatigue of 
the metal causing a type of wear also called “cavitation”. 
Implosion effect is damaged surface and that is called cavitation ero-
sion. Small pores, cracks and holes form on the surface of the wall, 
which increase over time, not only because of the further mechanical 
destruction of the material by the implosions of the cavitation blad-
ders, but also by chemical processes that cause accelerated corrosion 
in the damaged places.
Likewise, these implosions near the wall, in addition to causing erosion 
of the material, also cause vibrations and noise. Therefore, the influ-
ence of cavitation, as a frequent occurrence on the blades of pumps 
and water turbines, on the wings of a ship’s propeller, in hydraulic 
systems, etc., tends to be reduced. For example, cavitation erosion 
of ship’s propellers is reduced by the use of more resistant materials, 
by selecting more favourable wing profiles, by installing systems that 
supply air to the bolt of the bolt, which reduces the rate of implosion, 
and more, [6].
 Cavitation can also be caused by the formation of bubbles that are not 
filled with liquid vapour, but with gases dissolved in the liquid. Namely, 
if the pressure in the liquid is higher than the evaporation pressure 
of pva but lower than the saturation pressure of the gases, gases are 
generated from the liquid by forming bubbles. When pressure increase 
again, bubbles disappear without erosion potential because com-
pressibility of gasses dims implosion and hydraulic stroke.
While the vapour cavitation is very rapid, it occurs in micro seconds, 
gaseous cavitation is slower, and accruement time depends on vol-
ume flow.

2. CAVITATION EFFECTS
Cavitation effects, from aspect of the undesirable hydrodynamic pro-
cess, can divide into mechanical and physical-chemical. This effects 
can be spotted because of changes of cavitation bubble dimension 
from first appear than to implosion, Table 1, [6,7].
Table 1. Effects of cavitation [6,7]

Physical - chemical Mechanical 

Pressure and temperature changes) Cavitation noise

Sonochemical processes Attenuation of flow caused by forming of 
vapour bubbles

Sonoluminescence Strong vibrations

Cavitation corrosion Material erosion

Cavitation usually has negative effect such as: decrease of efficiency, 
increase of noise and vibrations, and can cause damage during bub-
ble implosion in front of surfaces. Bubble implosion leads to cavitation 
erosion. That erosion has unwanted consequences, it is pitting.
It is known that pitting is result of continuous metal surface erosion. 
The technical standard IEC 60193 prescribes the permissible values of 
pitting, for example on Francis turbine runners is approx. 40 mm. Aver-
age losses on observed blades are 5 kg/m2 for 10 000 work hours, and 
repairs have been done every 40 000 working hours, [8].
Relevant international standards does not describe permissible 
amounts of eroded material depending to runner dimensions, for ex-
ample; blade thickness. Figure 3. Show examples of damage at Fran-
cis turbine runner: a) at hub b) surface cavitation at blades, c) cavita-
tion of inlet edge, [9].
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The occurrence of cavitation depends directly on the hydraulic performance of 
the machine, the rotor profile and material selection, and the mode of operation of 
the machine, percentage of dissolved gases, high temperatures and low viscosity, 
impurities in the form of particles and gas also have an effect on cavitation. [5] Also 
the geodetic height of machine is also very important. 
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Well, let's start with, every engineering methodology is always based on a 
clear and unambiguous analysis of the occurrence, process, or generally speaking, of 
an observed problem. Cavitation can be observed in two different ways as vaporous 
cavitation and as gaseous cavitation. For hydraulic machines vaporous cavitation is 
more frequent than the gaseous cavitation. 

What is cavitation? In hydrodynamics cavitation is a phenomenon in which 
rapid changes of pressure in a liquid lead to the formation of small vapour-filled 
cavities, in places where the pressure is relatively low. Cause of cavitation is 
mechanical. Using the Bernoulli equation the pressure is lower where fluid velocity 
is higher. If the pressure is lower than the vapour saturation pressure than the 
cavitation bubbles occurs, [6]. 

Saturation pressure pva depends on type of liquid and temperature. Water at 
100°C saturate at pressure of pva = 101.325 kPa, but at room temperature of 20°C 
saturate at pressure of pva = 2.337 kPa. 

When the cavitation bubble or cavity filled with the vapour phase reaches the 
area of static pressures higher than the evaporation pressure pva and pressure in 
the liquid rises, vapour bubble implode (negative explosion), Figure. 2, [3]. 

 
 
 
 

 

 
Figure 2. Cavitation process [3] 

 
Collapsing voids that implode near to a metal surface cause cyclic stress 

through repeated implosion. These results in surface fatigue of the metal causing a 
type of wear also called "cavitation".  

Implosion effect is damaged surface and that is called cavitation erosion. 
Small pores, cracks and holes form on the surface of the wall, which increase over 
time, not only because of the further mechanical destruction of the material by the 
implosions of the cavitation bladders, but also by chemical processes that cause 
accelerated corrosion in the damaged places. 

Likewise, these implosions near the wall, in addition to causing erosion of the 
material, also cause vibrations and noise. Therefore, the influence of cavitation, as a 
frequent occurrence on the blades of pumps and water turbines, on the wings of a 
ship's propeller, in hydraulic systems, etc., tends to be reduced. For example, 
cavitation erosion of ship's propellers is reduced by the use of more resistant 
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Figure 3. Cavitation erosion damage at Francis turbine[9]

Fig. 4: a) and b) is given example of pump cavitation erosion, and at c) is 
given example of screw propeller ruined by cavitation erosion, [10] and 
[11].

Figure 4. Cavitation erosion damage at pump and ships propeller [10, 11]

Erosion damages propagate during the machine operation and can 
lead to crack occurrence. Timely rehabilitation is necessary. However, 
if the reconstruction causes a change in the geometry of the blade, 
such a location can become a source of new separation of fluid flow, 
i.e. cavitation flow and new erosion. Increased vibration, noise and 
reduced usability of such a machine must not be neglected. The rate of 
destruction of solid wall material under the influence of the cavitation 
process is not always the same and depends on several factors from 
which they can be separated into:
frequency – higher frequency  means faster destruction of materials;
material characteristic;
cavitation bubble dimension – the damage also depends on the size 
of the bubbles, smaller bubbles have a higher frequency of implosion 
and often cause more damage than larger bubbles but have a smaller 
effect on the rest of the system; 
hydraulic machine operation condition – cavitation increases frequent-
ly when operating modes change, or sudden changes in the system 
occur.

Electric Power Research Institute, EPRI [12] separate most important 
causes of cavitation erosion such as: geodetic position of machine, 
hydraulic turbine design, runner blades profile, machine operation 
mode, water quality, material etc. 
Cavitation cannot be avoided but its effects can be minimized. Dur-
ing the exploitation it is important to take care about EPRI important 
causes, such as machine operation mode.

3. CAVITATION TYPES
There is a whole series of categorizations of the phenomenon of cavitation, 
the most common criterion being the location of occurrence, Table 2. The 
whole series of studies in the focus of research activity has just mentioned 
criterion.

For example, Franc & Michel specify eight types of cavitation, Franc[13] 
two types while Ozonek [14] mention four types of cavitation, and Ave-
lan [15],[16] mention eight types of cavitation. 
Authors take place of origin as division such as: inlet edge cavitation, 
surface cavitation, detached vortex cavitation, hub cavitation, inter-
blade vortex cavitation, draft tube swirl, Von Karman vortex cavitation 
etc.
Basic criterion for categorization of cavitation is the type of hydraulic 
machine on which it occurs: pumps, turbines, marine propellers. Phys-
ically, two basic types of cavitation can be determined: vortex cavita-
tion, and bubble cavitation, and their combination, and if the criterion 
is location in the broad sense, then profile cavitation, gap cavitation 
and central cavitation are distinguished Profile cavitation will occur 

when a fluid obstructs a surface at a certain angle, provided that the 
pressure on one side of the profile is higher and on the other is less 
than the ambient pressure. Vapour bubbles appear on the profile sur-
face when the pressure drops below the evaporation pressure of the 
water on the pressure side. The bubbles persist until the pressure is 
higher than the evaporation pressure, followed by condensation and 
cavitation erosion. According to the intensity of cavitation, profile cavi-
tation can be defined as: initial stage, advanced stage, super cavita-
tion, Šarc at al.[17].
The cavitation in the clearance is due to the excessive clearance be-
tween the rotor and the turbine housing. Previously, the phenomenon 
of pressure and suction side has been clarified, and if the gap between 
the impeller blade and the turbine housing is too large, the fluid over-
flows from the pressure side to the suction side, [5].
Central cavitation generally occurs when the turbine is operating in 
optimum area.

Table 2. Types of Cavitation - Research Results 

Researchers Types of cavitation-Research 
Results 

Franc &Michel [13]  Travelling bubble cavitation, bubble cavita-
tion in the shear layer, localized bubble 
cavitation, localized attached cavitation hub 
vortex cavitation, tip vortex cavitation, de-
tached vortex cavitation, surface cavitation.

Bagienski [18]  Surface cavitation, detached vortex 
cavitation. 

Ozonek [14]  Vaporous cavitation, gaseous cavitation, 
flow cavitation, vibratory cavitation, acoustic 
cavitation.

Thakkar at al. [19], Escaler at al. [3]  Flow cavitation, traveling bubbles, attach 
cavities, vortex cavitation.

Li [20]  Leading edge cavitation, flow cavitation, 
traveling bubbles, ˙draft tube swirl; inter 
–blade vortex cavitation; Von Karman vortex 
cavitation. 

Avelan [15],[16]  Flow cavitation, traveling bubbles, leading 
edge cavitation, inlet edge cavitation, inter 
–blade vortex cavitation, Von Karman vortex 
cavitation, cavitation whir, hub cavitation. 

4. CAVITATION DETECTION TECHIQUES

4.1 General approach
Cavitation detection techniques or methods are numerous and can be 
categorized according to different criteria, as well as types of cavita-
tion. Thus different authors have different approaches depending on 
the interest and experience of the researcher. However, it should be 
noted that cavitation is a phenomenon or characteristic of hydraulic 
machines that, unfortunately, cannot be transferred with certainty from 
a model to a prototype of a real plant. It has just been mentioned very 
important in the development of cavitation detection diagnostics. 
If technical and technological conditions are taken as a categorization 
criterion, then two basic categories can be distinguished: cavitation 
detection: first, cavitation detection on the model i.e. in laboratory con-
ditions, second, cavitation detection on the prototype i.e. in real plant 
conditions. Furthermore, if the physical characteristic of the measure-
ment is taken as a categorization criterion, then five basic types of cav-
itation detection and five methodological groupings are naturally de-
termined: visual methods, acoustic methods, pressure measurements, 
vibrational methods and ultrasonic method. There is also the division 
of cavitation detection methods into: direct and indirect methods. The 
direct method is just visualization while all other methods are indirect. 
Methods for detecting cavitation in real plants are based on meas-
urements and analysis of received signals, which is not an easy task 
since, depending on the shape of the turbine and operating conditions, 
cavitation always occurs in other places and in other forms. Further-
more, the measured signals on the sensors can be interfered with by 
noise coming from a part of the plant other than the one we primarily 
measure. Therefore, it is necessary to carefully locate a good place-
ment of the measuring sensor. For vibration measurement, it is best to 
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materials, by selecting more favourable wing profiles, by installing systems that 
supply air to the bolt of the bolt, which reduces the rate of implosion, and more, [6]. 

 Cavitation can also be caused by the formation of bubbles that are not filled 
with liquid vapour, but with gases dissolved in the liquid. Namely, if the pressure in 
the liquid is higher than the evaporation pressure of pva but lower than the 
saturation pressure of the gases, gases are generated from the liquid by forming 
bubbles. When pressure increase again, bubbles disappear without erosion potential 
because compressibility of gasses dims implosion and hydraulic stroke. 

While the vapour cavitation is very rapid, it occurs in micro seconds, gaseous 
cavitation is slower, and accruement time depends on volume flow. 
 
2. CAVITATION EFFECTS 
 

Cavitation effects, from aspect of the undesirable hydrodynamic process, can 
divide into mechanical and physical-chemical. This effects can be spotted because of 
changes of cavitation bubble dimension from first appear than to implosion, Table 1, 
[6,7]. 

Table 1. Effects of cavitation [6,7] 
 

Physical - chemical Mechanical  
Pressure and 

temperature changes) Cavitation noise 

Sonochemical processes Attenuation of flow caused by 
forming of vapour bubbles 

Sonoluminescence Strong vibrations 
Cavitation corrosion Material erosion 

 
Cavitation usually has negative effect such as: decrease of efficiency, increase 

of noise and vibrations, and can cause damage during bubble implosion in front of 
surfaces. Bubble implosion leads to cavitation erosion. That erosion has unwanted 
consequences, it is pitting. 

It is known that pitting is result of continuous metal surface erosion. The 
technical standard IEC 60193 prescribes the permissible values of pitting, for 
example on Francis turbine runners is approx. 40 mm. Average losses on observed 
blades are 5 kg/m2 for 10 000 work hours, and repairs have been done every 40 000 
working hours, [8]. 

Relevant international standards does not describe permissible amounts of 
eroded material depending to runner dimensions, for example; blade thickness. 
Figure 3. Show examples of damage at Francis turbine runner: a) at hub b) surface 
cavitation at blades, c) cavitation of inlet edge, [9]. 
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Figure 3. Cavitation erosion damage at Francis turbine[9] 
 

Fig. 4: a) and b) is given example of pump cavitation erosion, and at c) is given 
example of screw propeller ruined by cavitation erosion, [10] and [11]. 
 

 

 
 

Figure 4. Cavitation erosion damage at pump and ships propeller [10, 11]  
 

Erosion damages propagate during the machine operation and can lead to crack 
occurrence. Timely rehabilitation is necessary. However, if the reconstruction 
causes a change in the geometry of the blade, such a location can become a source of 
new separation of fluid flow, i.e. cavitation flow and new erosion. Increased 
vibration, noise and reduced usability of such a machine must not be neglected. The 
rate of destruction of solid wall material under the influence of the cavitation 
process is not always the same and depends on several factors from which they can 
be separated into: 

 frequency – higher frequency  means faster destruction of materials; 
 material characteristic; 
 cavitation bubble dimension – the damage also depends on the size of the 

bubbles, smaller bubbles have a higher frequency of implosion and often 
cause more damage than larger bubbles but have a smaller effect on the rest 
of the system;  

 hydraulic machine operation condition – cavitation increases frequently when 
operating modes change, or sudden changes in the system occur. 

 
Electric Power Research Institute, EPRI [12] separate most important causes of 
cavitation erosion such as: geodetic position of machine, hydraulic turbine design, 
runner blades profile, machine operation mode, water quality, material etc.  
Cavitation cannot be avoided but its effects can be minimized. During the 
exploitation it is important to take care about EPRI important causes, such as 
machine operation mode. 
 
3. CAVITATION TYPES 
 

There is a whole series of categorizations of the phenomenon of cavitation, 
the most common criterion being the location of occurrence, Table 2. The whole 
series of studies in the focus of research activity has just mentioned criterion. 
For example, Franc & Michel specify eight types of cavitation, Franc[13] two types 
while Ozonek [14] mention four types of cavitation, and Avelan [15],[16] mention 
eight types of cavitation.  
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choose accommodation on the turbine bearing, while pressure is best 
measured on whole or spiral housings. It is quite important that the 
measurements and signals obtained are well studied and processed 
on the basis of a large enough sample to be as accurate as possible. 
It has already been emphasized in previous sections that cavitation 
is an unstable phenomenon that raises low-frequency oscillations of 
pressure as well as pulses of high-frequency pressure. This pressure 
oscillation depends on the dynamics of the cavities, e.g. shape, type, 
location, and the pressure pulse occurs due to the implosion of these 
cavities. Both phenomena emit vibrations and acoustic noise and are 
propagated by hydrodynamic and mechanical systems. Thus, using 
suitable sensors that measure vibration and cavitation noise, the phe-
nomena of cavitation in a hydraulic machine can be detected or ana-
lysed. Sensors such as accelerometers, acoustic emission sensors are 
attached to the outer walls of fixed components, and dynamic pres-
sure transducers are mounted on the wet wall, Khakurel [5].

4.2 Literature Review 
Several cavitation detection methods have been investigated. Table 3 
gives a brief overview of the results of relevant studies of the cavita-
tion phenomenon on hydraulic machines, with particular emphasis on 
cavitation detection techniques.

Table 3. Research results –cavitation detection

Researcher Techniques for cavitation detection

Thakkar [19] Pressure measurement, visual methods, vibration measure-
ments

Koivoula et al. [21] Visual methods, noise measurements, Pressure measure-
ment and vibration measurements, ultrasonic methods

Šiško [6] Pressure measurement, acoustic method, vibration mea-
surements, 

Li [20] Pressure measurement, visualising, vibration measurements,

Escaler et al. [22] Pressure measurement, visual methods, vibration measure-
ments

Cecio et al. [23] acoustic method

Eich [24] Pressure measurement, acoustic method

Backe et al. [25] Pressure measurement, vibration measurements

Pressure, vibration and acoustic pressure measurement are relatively 
effective methods of cavitation detection.
Grätz et al. [26] and Riedel et al. [27] studied steady-state flow proper-
ties in cavitation openings. They obtained parameters that can rela-
tively reliably estimate the occurrence of cavitation in openings.
Wiklund et al. [28] and Myllykylä et al. [29] studied the pumping ability 
of different pumps. They recorded remarkable results - a decrease in 
pump output when the suction portion of the pump is cavitated.
Bajić [30] and Eich [24] studied the cavitation noise in the cavitation 
orifice flow and analysed the recorded acoustic pressure with visual 
inspection. He concluded that the acoustic method detected the onset 
of cavitation prior to the visual method. Eich found that at the onset 
of cavitation, the first responses were in acoustic pressure at high fre-
quencies (> 20 kHz).
Backè et al. [25] used accelerometers in their research. They found 
that the accelerometer signal indicates cavitation before changing the 
flow properties at steady state.
Visual inspection in the cavitation orifice stream has been used in 
several studies (e.g., Šiško [6], Eich [24]). Bajić [30]), In these stud-
ies, relatively slow cameras were used; High-speed photography has 
been used in cavitation research in water tunnels (e.g., Knapp et al. 
[31]). Slow cameras detect the presence of cavitation, but only a quick 
photo gives detailed details and information about the size and speed 
of cavitation cavities.
Koivula et al. [21] have explored a number of useful results by explor-
ing cavitation detection techniques, and a brief summary of the above 
is given below
Direct cavitation detection is only possible if measuring or detection 
instruments can access the cavitation zone. This is a very difficult task 
due to the fact that cavitation as a phenomenon is usually very local 
in nature. Cavitation detection can only be done directly by checking 
the existence of cavitation bubbles. Visualization of bubbles in flow 
passages can be successfully done if light can be scattered in the 
observation zone. This requires at least two windows for visualization. 

Observing the behaviour of ultrasonic waves can reveal the existence 
of cavities. High flow speed causes ultrasonic waves to deflect. Due 
to the difficulty in direct detection methods, several indirect cavitation 
detection methods may be considered. In indirect or indirect meth-
ods, measurements are focused on the shock waves generated by 
the cavitation bubble implosions. Impact waves propagate relatively 
quickly and far and the position of the sensor is not as limited as in di-
rect measurement. In the observed study, cavitation was indirectly de-
tected by pressure sensors, accelerometers and acoustic instruments. 
The results showed that the initial phase of cavitation was character-
ized by intense high frequency pulsations. When cavitation develops, 
the pulse also extends to lower frequencies.

4.3 Pressure measurement
Pressure measurement is a standard technique for the determination 
of cavitation on hydraulic machines and is most commonly used in 
combination with vibration measurement to achieve the most accu-
rate results of the cavitation process. When a bubble enters a high-
pressure zone, it vibrates and induces vibrations as well as pressure 
pulses, Ceccio & Brennen [32].
Escaleret et al. [33] implemented cavitation detection experiments on 
a Francis turbine by measuring pressure with demodulation amplitude. 
Figure 5 shows the frequency pulse pressure for the cavitation bubble 
type and the bez (flow) flow without cavitation. As can be seen, when-
ever pressure waves are generated due to cavitation, high peaks in the 
frequency band are obtained.

Figure 5. Peak pressure values measured [33]

Pressure changes at draft tube are presented at Figure 6, for different 
machine operational conditions, and is obvious that  the cavitation de-
tects in lower frequency range than in case Peaks are presented when 
cavitation occur.

Figure 6. Draft tube pressure at different condition [33]

In their extensive experimental studies, Koivula et al. [21] used, among 
other things, the pressure measurement method, and they came to a 
number of conclusions. For example, in indirect cavitation detection 
methods, the question of the measurement of shock waves caused by 
cavitation bubble implosions is usually raised. Bubble inhibition is first 
seen at very high frequencies and therefore very fast pressure trans-
ducers are required. The propagation of shock waves continues from 
the fluid to the environment.
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Figure 7. Draft tube pressure for different cavitation periods [10] 

 
The observed study used high - speed transducers to measure peak-to-peak 

vibration pressure. Figure 7 shows diagrams of time dependence of pressure and 
the appearance of cavitation rising from left to right. 

 
4.4. Visual method 

 
This method is very popular in last decade especially at hydraulic machines 

model tests, Šiško [6], Bajić [30]. It is based on the use of stroboscopes and superfast 
cameras that hang against the Plexiglas window, and sometimes whole sections of 
the test station are made of plexiglas, for example, Figure 8.  

 

 
 

Figure 8. The test station of the propeller [10] 
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Figure 7. Draft tube pressure for different cavitation periods [10]

The observed study used high - speed transducers to measure peak-
to-peak vibration pressure. Figure 7 shows diagrams of time depend-
ence of pressure and the appearance of cavitation rising from left to 
right.

4.4 Visual method
This method is very popular in last decade especially at hydraulic 
machines model tests, Šiško [6], Bajić [30]. It is based on the use of 
stroboscopes and superfast cameras that hang against the Plexiglas 
window, and sometimes whole sectio
ns of the test station are made of plexiglas, for example, Figure 8. 

Figure 8. The test station of the propeller [10] 

The test station of the Francis turbine model is shown in Figure 9. In an 
extensive study of the cavitation phenomenon conducted by Illiescu 
et al. [1] used LDV (Laser Doppler Velocimetry) systems, optical mirror 
systems, superfast cameras, diffuser pressure sensors.

Figure 9. The test station of the Francis turbine model [1]

Avelan [15, 16] investigated cavitation using centrifugal pumps and 
Francis turbines by visual method.
The results of his research show that the occurrence of cavitation on 
centrifugal pumps is primar- ily a function of the flow coefficient ϕ, 
which depends on the value of the relative velocity and the angle of 
incidence of the liquid at the inlet edge of the blade. In principle, trave-
ling bubble cavitation occurs on the suction side of the blade while the 
pressure value is lowest in the rotor throat. At low pump flow rates, 
the cavitation of the blade inlet edge appears, Figure 10. [15]. Also, at 
low values of the cavitation number ˙σ, a cavitation swirl appears at the 
inlet of the pump rotor [16]. 

Figure 10. Leading edge cavitation at inlet of pump [15]

Cavitation vortex at Francis turbine draft tube is visualized through the 
Plexiglas, Figure 10.
A more modern approach to the visualization method is taken by well-
known Slovenian researchers Širok et al. [34] who quantified the oc-
currence of cavitation on Kaplan turbines by the method of computer 
aided visualization, Figure [11]. Using CCD (Charge-Coupled Device) 
cameras, stroboscopes and computers (video graphics card) in dif-
ferent turbine operating modes, the occurrence, shape and intensity 
of the cavitation vortex in the throat of a Kaplan turbine diffuser were 
analysed.

Figure 11. Computer aided visualization [35]

Patel [36] carried out a very interesting study of the occurrence of cavi-
tation at a pump operating in turbine mode. A glass tube was installed 
at the inlet of the diffuser to visualize the cavitation process, Figure 12.

Figure 12. Travelling bubble type cavitation (left) Vortex rope cavitation (right) `[36]

Two types of cavitation are mainly observed: bubble traveling cavita-
tion and cavitation vortex.

4.5 Vibration measurement
Methods for detecting cavitation on real machines are, in principle, 
based on measurements and analysis of induced signals. Detection of 
cavitation is not an easy job at all, because it is in the function of sev-
eral variables, such as the design and operating state of the machine, 
the type of cavitation, its location and behaviour.
Cavitation vortices and unstable cavities with large oscillating volume 
cause interference with the main stream and lead to strong pressure 
pulses within the hydraulic system. This low frequency fluctuation can 
be detected by means of pressure transducers mounted on the dif-
fuser wall. If the fluctuation intensity is strong, detection can also be 
performed with structural vibrations. Thus, in this case, the procedure 
only requires an analysis of the frequency content of the pressure and 
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Using CCD (Charge-Coupled Device) cameras, stroboscopes and computers (video 
graphics card) in different turbine operating modes, the occurrence, shape and 
intensity of the cavitation vortex in the throat of a Kaplan turbine diffuser were 
analysed. 
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Figure 11. Computer aided visualization [35] 
 
Patel [36] carried out a very interesting study of the occurrence of cavitation 

at a pump operating in turbine mode. A glass tube was installed at the inlet of the 
diffuser to visualize the cavitation process, Figure 12. 
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Two types of cavitation are mainly observed: bubble traveling cavitation and 

cavitation vortex. 
4.5. Vibration measurement 

 
Methods for detecting cavitation on real machines are, in principle, based on 

measurements and analysis of induced signals. Detection of cavitation is not an 
easy job at all, because it is in the function of several variables, such as the design 
and operating state of the machine, the type of cavitation, its location and 
behaviour. 

Cavitation vortices and unstable cavities with large oscillating volume cause 
interference with the main stream and lead to strong pressure pulses within the 
hydraulic system. This low frequency fluctuation can be detected by means of 
pressure transducers mounted on the diffuser wall. If the fluctuation intensity is 
strong, detection can also be performed with structural vibrations. Thus, in this 
case, the procedure only requires an analysis of the frequency content of the 
pressure and vibration signals in the low frequency range, Bajić [30]. 

Furthermore, the measured signals can be contaminated by noise from 
another source whose sources can be quite diverse, i.e. of hydrodynamic, mechanical 
or electromagnetic origin. Therefore, selecting the most appropriate sensors and 
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vibration signals in the low frequency range, Bajić [30].
Furthermore, the measured signals can be contaminated by noise from 
another source whose sources can be quite diverse, i.e. of hydrody-
namic, mechanical or electromagnetic origin. Therefore, selecting the 
most appropriate sensors and measuring position on the machine are 
fundamental to improving the quality of cavitation detection.
Most of the researchers who deal with these issues agree with this. 
A number of successful studies have been implemented, for example 
Escaleret et al. [22, 33] conducted experiments and vibration analysis 
and proposed to measure the structure of cavitation noise transmit-
ted by liquid. The amplitude of a particular frequency range can be 
compared for different operating conditions by calculating the inten-
sity of the time signal spectrum. The vibration peaks with amplitude 
demodulation are shown in Figure 13. High frequency analysis cannot 
give definitive results as other phenomena can also cause machine 
vibration and thus perform high frequency amplitude demodulation.

Figure 13. Vibrations peak with amplitude demodulation, [22]

In the observed research, experiments were performed on the Francis 
turbine model; vibrations were measured using three accelerometers 
in different positions. One on the shaft and two on the 90 degree bear-
ings. Different acceleration values   within the given frequency range 
were measured for different openings of the control blades and it was 
concluded that the turbine was separated from its BEP (Beam Experi-
mental Platform), higher peaks were obtained at the frequency of 6 
kHz as shown in Fig. 14 and Fig.15. where the Guide Vane Opening 
[%] is the opening of guide vane mechanism.

Figure 14. Vibration at bearing for different GVO,[22]

Figure 15. Vibration at shaft for different GVO,[22]

Koivula et al. [21] also explored the method of detecting cavitation by 
measuring vibrations. 

4.5 Cavitation noise measurement
Studying vibrations, acoustic emissions, and dynamic pressure lev-
els in a high frequency range is a well-known technique for detecting 
cavitation. The amplitudes of the set frequencies can be compared for 
different operating conditions by computing the time signal spectrum. 
A steady and sharp increase in frequencies when compared to a state 
where there is no cavitation can indicate the presence of cavitation. 
The use of acoustic emission sensors allows this analysis to be ex-
tended to upper frequencies that accelerometers cannot reach. The 
information we get is sometimes irrelevant because sometimes we get 
signals and frequencies from other parts of the system or environment. 
Therefore, it is necessary to use an amplitude demodulation technique 
to improve diagnostics.
Eskaler et al. [22, 3] performed experiments on a Francis turbine mod-
el by measuring acoustic emission. The figure shows the measured 
acoustic emissions for the different openings of the control blades (A0) 
for the frequency range from 0 kHz to 20 kHz. The values increased 
with increasing GVO GVO with the exception of the abrupt fall of 90% 
measured by the accelerometers. Bajić [30] performed measurement 
on Kaplan turbine, Dubrava HPP – Croatia. 
Patel et al [37] performed acoustic emission analysis on a pump as 
a PAT (Process Analytical Technology) turbine operating at different 
speeds to detect cavitation. 
Koinvoul et al. [21] also used an acoustic method in their extensive 
cavitation studies. A number of conclusions have been reached, for 
example: more extensive information on cavitation occurrence is ob-
tained when measuring cavitation noise with a large range of high fre-
quencies. Moreover, if the results are plotted as a frequency spectrum, 
the onset and development of cavities is clearly seen. The measured 
frequency spectrum of the acoustic pressure is shown as a 3D graph 
in Figure 16. Over a period of 3s, one can clearly see the moment of 
cavitation occurrence in a sharp increase in acoustic pressure at high 
frequencies (> 8 kHz). When cavitation develops, the acoustic pres-
sure also extends to lower frequencies. The same trend is observed 
in spectral analysis when measuring the pressure and vibration of the 
origin and development of the cavitation process.

Figure 16. Frequency spectrum of acoustic pressure [21]

Ceccio et al. [23] and [32] showed that cavitation noise analysis is a 
useful tool for investigating the properties of cavitation phenomena. It 
is easy to measure the noise structure in a turbine, while it is very dif-
ficult to measure noise transmitted to the fluid because it is impossible 
to fit a pressure sensor in the turbine rotor. It must also be borne in 
mind that cavitation noise cannot be directly measured, since the sig-
nal strength as they propagate is attenuated. Nevertheless, the spec-
tral content of high frequencies and modulating frequencies can be 
used to detect cavitation.

4.6 CFD Analyses
CFD (Computational Fluid Dynamics) is branch of fluid mechanics 
which uses numerical analyses and solving Navier-Stokes equations 
for predicting and solving problems in fluid mechanics. Computers are 
used to calculate fluid flow and interaction between liquid and vapour 
phase with boundary conditions.
In last time CFD is used often for solving most complex problems in 
turbomachinery worldwide. Supercomputer with powerful processor 
and better overall performances are needed for better results. And that 
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Figure 16. Over a period of 3s, one can clearly see the moment of cavitation 
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When cavitation develops, the acoustic pressure also extends to lower frequencies. 
The same trend is observed in spectral analysis when measuring the pressure and 
vibration of the origin and development of the cavitation process. 
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Figure 16. Frequency spectrum of acoustic pressure [21] 
 
Ceccio et al. [23] and [32] showed that cavitation noise analysis is a useful 

tool for investigating the properties of cavitation phenomena. It is easy to measure 
the noise structure in a turbine, while it is very difficult to measure noise 
transmitted to the fluid because it is impossible to fit a pressure sensor in the 
turbine rotor. It must also be borne in mind that cavitation noise cannot be directly 
measured, since the signal strength as they propagate is attenuated. Nevertheless, 
the spectral content of high frequencies and modulating frequencies can be used to 
detect cavitation. 

 
4.7. CFD Analyses 
 
CFD (Computational Fluid Dynamics) is branch of fluid mechanics which uses 
numerical analyses and solving Navier-Stokes equations for predicting and solving 
problems in fluid mechanics. Computers are used to calculate fluid flow and 
interaction between liquid and vapour phase with boundary conditions. 

In last time CFD is used often for solving most complex problems in 
turbomachinery worldwide. Supercomputer with powerful processor and better 
overall performances are needed for better results. And that is the problem because 
the supercomputer cost too much. For cavitation problems CFD can predict fields 
where cavitation will appear but cannot predict the effectiveness of cavitation 
erosion. 

Two are mean principles in numerical solving of cavitation problems in CFD: 
first is mixture model and the second one is eulaerian model. There are lot 
numerical models implemented in these two mean principles such as: 1) Singhal i 
sur. – better known like Full Cavitation Model, 2) Zwart-Gerber-Belamri, 3) Schnerr 
& Sauer, and like Kunz-a... The most common models for cavitation modelling are 
IFM (Intensity Function Method), GLM (Gray Level Method), DBM (Discrete Bubble 
Method). There is a combination of GLM i DBM method and that is EPM (Erosive 
Power Method). 

Numerous investigators for the first phase investigations use this method. 
Sedlar et al. [38] described new model for cavitation erosion prediction using 
numerical modelling of turbulent cavitation. They analysed dynamic behaviour of 
cavitation bubbles which occur with gradient of pressure change in hydraulic 
machine. Potential cavitation erosion model is based on energy dissipated by 
bubble. Energy which has dissipated through bubbles collapse is used for shock 
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is the problem because the supercomputer cost too much. For cavita-
tion problems CFD can predict fields where cavitation will appear but 
cannot predict the effectiveness of cavitation erosion.
Two are mean principles in numerical solving of cavitation problems 
in CFD: first is mixture model and the second one is eulaerian mod-
el. There are lot numerical models implemented in these two mean 
principles such as: 1) Singhal i sur. – better known like Full Cavitation 
Model, 2) Zwart-Gerber-Belamri, 3) Schnerr & Sauer, and like Kunz-a... 
The most common models for cavitation modelling are IFM (Intensity 
Function Method), GLM (Gray Level Method), DBM (Discrete Bubble 
Method). There is a combination of GLM i DBM method and that is 
EPM (Erosive Power Method).
Numerous investigators for the first phase investigations use this 
method. Sedlar et al. [38] described new model for cavitation erosion 
prediction using numerical modelling of turbulent cavitation. They ana-
lysed dynamic behaviour of cavitation bubbles which occur with gradi-
ent of pressure change in hydraulic machine. Potential cavitation ero-
sion model is based on energy dissipated by bubble. Energy which has 
dissipated through bubbles collapse is used for shock wave modelling 
which spreads from bubble. Part of shock wave energy transmitting to 
surface represent erosion potential.
Nohmi et al. [39] are using CFD analysed cavitation processes for 
centrifugal pumps. They used two models: two-stage model for com-
pressible fluids, better known as TE model, and other CEV (Constant 
Enthalpy Vaporization) model. Both models have same results of pre-
diction, Figure 17.

Figure 17. Bubble collapsing [39]

Both models show suction head drop when cavitation occurs. Analy-
ses have shown that for higher fluid velocities model need to be modi-
fied. Iosif et al. [40] presented an explicit numerical one model based 
on finite element method and dual reciprocal method. They suggested 
using a model to transform 3D flow into 2D problems for an ideal non-
compressible fluid. They solved the axisymmetric potential flow us-
ing FEM (Finite Element Modelling) by determining the distribution of 
pressure and velocity along the stream. The results were analysed for 
a reversible hydraulic machine and showed different flow values previ-
ously used to determine the cavitation characteristic and the sensitivity 
curve.

5. CONCLUSION
Cavitation is the undesirable phenomenon at hydraulic machines that 
can be predicted and with various techniques reduced but never en-
tirely avoided. 
Many researchers used various techniques such as visual method, 
pressure and cavitation noise measurements, CFD methods for pre-
dicting and analyses of cavitation. Also techniques are used for predic-
tion cavitation erosion potential.
It is rare to use only one technique. Usually two, three or four tech-
niques are used for reliably prediction.
For model test visual method is most dominant method, but for hy-
draulic machines in operation pressure and vibration measurement are 
most used techniques.
Several researchers noticed that the cavitation can be registered firstly 
with pressure measurement method than with visual method.
It is widely known that the cavitation characteristic can’t be translated 
from model test to real machines. That means it is necessary to invest 
more time to determine the cavitation characteristic.
Numerical CFD simulations can reliably determine cavitation but can-
not predict cavitation erosion with great accuracy. In future the CFD 
simulations in turbomachinery will be in progress and potentially domi-
nant in determination of cavitation characteristic.
Each of the methods for cavitation detection on hydraulic machines 
has advantages and disadvantages and there are gaps for improve-
ment. However, the main problem is fact that there are no exactly for-
mula for linking relation from laboratory cavitation test to prototype 
cavitation, until now. Moreover, real cavitation characteristics can only 
be obtained on hydraulic machines in operation in the real facilities. 
Following this, the acoustic method is easy to apply and has signifi-
cant potential in linking laboratory tests and tests on prototypes. So, 
future research should put focus on acoustic method and closer coop-
eration between scientists and engineers involved in the maintenance 
of hydraulic machines.
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