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Summary — Load forecasting is crucial for power systems optimal 
operation and allows power utilities to overcome technical and econo-
mic issues. Some forecasting techniques are currently being deployed 
on a large scale to meet the requirements of increased energy demand 
while balancing it with the production to achieve socio-economic be-
nefits for sustainable development. In this paper, we are diving into 
the forecasting using the regression method. We are focusing on short-
term load forecasting and how it can give businesses valuable insights 
into future sales, labor needs, and more. Power utilities use short-term 
load forecasting technology to make reasonable power systems. A fo-
recasting model with low prediction errors helps reduce operating 
costs and risks for the operators leading to models’ optimization. To 
make things real, we are using actual load and weather data from the 
Hydro-Quebec database. We will be exploring the capabilities, advan-
tages, and limitations of this method, all while keeping an eye on the 
changing landscape of electricity supply and demand. Our study is 
centered around the Mascouche region in Quebec, Canada, where the 
load fluctuates between 60 to 140 megawatts.

Keywords — Forecast, regression, short-term load forecasting, 
data, optimization, power systems

I. Introduction

In many decision-making processes, prediction plays a key role 
and should take into account the stochasticity in its outcome. 
Load forecasting is essential to maintain the balance of power 

supply and demand in power grids, and serves as the foundation 
of power market operation. Power systems planning and operati-
on rely on accurate load forecasting on various time horizons [1]. 
Electricity is an essential guarantee for industrial production and 
social life. To meet the consumers’ satisfaction and generate profit, 
electric power companies should balance the supply and need by 
scheduling a series of generators in the most efficient manner [2]. 
Power systems’ operators need to make power generation plans in 
advance to achieve economical and reliable operation. The electri-
city demand is increasing with the economic growth. The emer-

gence of a large number of electric vehicles and various household 
appliances has brought more uncertainties to the management of 
power grids. In addition, the increase in intermittent renewable 
energy sources (RES) connected to the power grids, especially pho-
tovoltaic and wind turbine, makes it more challenging to manage 
power systems. The increased RES penetration has raised the need 
for spinning reserves to offset the fluctuation of RES generation 
[3]. These two new challenges pushed electric power companies to 
improve their operational capabilities. As a result, decision-makers 
have higher requirements for the accuracy of load forecasting.

Due to measurement errors, lack of knowledge of input data, 
and model approximation errors (e.g. due to imperfections in 
the model formulation, the estimation process, etc.), prediction 
uncertainty can arise. In load forecasting, the multiple linear re-
gression method is used to seek a statistical insight into the relati-
onship between dependent and independent variables. Regression 
analysis does so by using ordinary least square estimation to draw 
a linear relationship between load and its determinants.

In energy systems, uncertainty in the prediction of the key fac-
tors, due both to the stochasticity in the data and the approximation 
of the prediction models, can cause high costs to the market parti-
cipants (generators, customers, etc.) when not properly accounted 
for. Particularly, in intermittent renewable energy integrated power 
systems (wind and solar PV), the impact of such a highly varia-
ble energy sources on system reliability is an important aspect that 
must be assessed when wind and solar power penetration is signi-
ficant. Therefore, considering the high penetration of intermittent 
power sources in the new competitive power systems, the necessity 
of having access to reliable methods of power prediction has be-
come more evident for the sustainability and efficient management 
of the energy market: combining accurate short-term load forecasts 
enables operators to commit the balance of the generation fleet to 
economically and securely serve future load.

This paper presents a real time case study of Mascouche region 
through the use of regression learner application as short-term load 
forecasting method. Different methodologies in load forecasting 
are discussed. Then performance evaluation indices are introduced 
and thoroughly presented. Finally, the regression method is applied 
to predict load using load and weather data followed by discussi-
ons that show the different errors out of Gaussian Process Regressi-
on (GPR) models found as the best tool for training the prediction 
model, and insights into future directions.

(Corresponding author: Tahar Tafticht)
Mouctar Tchakala, Tahar Tafticht and Md Jahidur Rahman are with the 

University of Québec in Abitibi-Témiscamingue (UQAT), Rouyn-Noranda, 
Canada (e-mails: mouctar.tchakala@uqat.ca, tahar.tafticht@uqat.ca, mdjahidur.
rahman@uqat.ca)

Iqbal Messaïf is with the University of Science and Technology Houari 
Boumediene (USTHB), Algiers, Algeria (e-mail: imessaif@usthb.dz) 



14

II. Materials and Methods
To better understand the framework of the proposed model, 

this section introduces the relevant methods, including two- stage 
forecasting model, Recurrent Neural Network (RNN), Long Short-
Term Memory (LSTM), Attention Mechanism (AM), and Multi-
layer Perceptron (MLP).

A. Two Stage Forecasting Model
The two-stage forecasting model is shown in figure 1. The 

proposed model consists of an LSTM-based module with the AM 
for multi-step forecasting and an MLP-based module for residu-
al modification. The inputs of the sequence to sequence (seq2seq) 
module are over the past n hours where n is the length of the input 
window, including 𝑀𝑜𝑌t (month of year, 1 to12 represent Janu-
ary to December), 𝐷𝑜𝑊t (day of week, 1 to 7 represent Monday 
to Sunday), 𝐻𝑜𝐷t ( hour of day, 0 to 23 represent 0:00~1:00 to 
23:00~24:00), 𝐿t (load), and 𝑇t (temperature). At time t, the 
seq2seq module processes the input,  𝑋 = (𝑋t-n+1, 𝑋t-n+2, … , 𝑋t  )
T  ,  where  𝑋i = (𝑀𝑜𝑌i , 𝐷𝑜𝑊i , 𝐻𝑜𝐷i, 𝐿i, 𝑇i ) and outputs the 
predictions of the next 24 h load demand via the fully connected 
(FC) layer, 𝑦′ = (𝑦′ t+1, 𝑦′ t+2, … , 𝑦′ t+24) [2].

Fig. 1. The framework of the two-stage short-term load forecasting 
(STLF) model

B. Recurrent Neural Network
The RNN is a generalization of feedforward neural network 

that has an internal state (i.e., memory), making it applicable to pro-
cess sequences of inputs, such as speech recognition [4], natural 
language processing [5], and time series prediction [6], [7]. When 
processing a sequence of input, the RNN performs the same func-
tion for each input of data. After producing the output of current 
input of data, it is duplicated and sent back into the RNN as a com-
ponent of the next input. Figure 2 shows the structure of a simple 
RNN. The mapping from the input Xt to output yt can be described 
using following equations [4]:

ℎt = 𝑓(𝑊xh . 𝑋t + 𝑊hh . ℎt-1) (1)

𝑦t = 𝑔(𝑊hy . ℎt) (2)

Where ℎt is the hidden state at time t; 𝑊xh are shared weight 
matrix at current input state, previous hidden state, and output sta-
te, respectively; f(.) and g(.) are the activation functions.

Fig. 2. The structure of a simple reurrent neural network (RNN)

Initially, the RNN takes X0 from the sequence of input and ge-
nerates hidden state h0 and output y0. In the next step, h0 and X1 are 
the input. The RNN repeats this process till the end of the sequen-
ce. In this way, the RNN keeps remembering the previous informa-
tion. Thus, it is good at processing the sequence whose contexts are 
intrinsically related. However, the RNN is trained using backpro-
pagation algorithm, and, therefore, gradient vanishing problem 
may occur when the sequence became very long.

C. Long Short-Term Memory (LSTM)
The LSTM network is a variant of RNN, which has several 

gates to control the input, memory (i.e., cell state), and output, ma-
king it remembers past information more efficiently [8]. So that the 
gradient vanishing problem is resolved. The structure of an LSTM 
network is shown in Figure 3.

Fig. 3. The structure of long short-term memory (LSTM)

The first step in the LSTM sequence process, is to decide 
which information in the memory will be thrown. The decision is 
made by the forget gate via the sigmoid function, whose output is a 
value between 0 and 1. The larger the output value is, the more past 
information is kept in the memory. The calculation of the forget 
gate can be expressed as [8]:

𝑓t = 𝜎(𝑊f. [ℎt-1, 𝑋t] + 𝑏f) (3)

Where 𝑊f and 𝑏f are the weight matrix and bias of the forget 
layer, ℎt-1 is the output (i.e, hidden state) at time t-1, 𝑋t is the input 
of current state.

II. MATERIALS AND METHODS 
     To better understand the framework of the proposed model, 
this section introduces the relevant methods, including two-
stage forecasting model, Recurrent Neural Network (RNN), 
Long Short-Term Memory (LSTM), Attention Mechanism 
(AM), and Multilayer Perceptron (MLP). 

II.1 TWO STAGE FORECASTING MODEL 
     The two-stage forecasting model is shown in figure 1. The 
proposed model consists of an LSTM-based module with the 
AM for multi-step forecasting and an MLP-based module for 
residual modification. The inputs of the sequence to sequence 
(seq2seq) module are over the past n hours where n is the length 
of the input window, including 𝑀𝑀𝑀𝑀𝑀𝑀�  (month of year, 1 to12 
represent January to December), 𝐷𝐷𝑀𝑀𝐷𝐷�  (day of week, 1 to 7 
represent Monday to Sunday), 𝐻𝐻𝑀𝑀𝐷𝐷�  ( hour of day, 0 to 23 
represent 0:00~1:00 to 23:00~24:00), 𝐿𝐿�  (load), and 𝑇𝑇� 
(temperature). At time t, the seq2seq module processes the 
input, 𝑋𝑋 = (𝑋𝑋�����, 𝑋𝑋�����, … , 𝑋𝑋� )T , where 𝑋𝑋�  = 
(𝑀𝑀𝑀𝑀𝑀𝑀�, 𝐷𝐷𝑀𝑀𝐷𝐷�, 𝐻𝐻𝑀𝑀𝐷𝐷�, 𝐿𝐿�, 𝑇𝑇� ) and outputs the predictions of the 
next 24 h load demand via the fully connected (FC) layer, 𝑦𝑦′ =
(𝑦𝑦′���, 𝑦𝑦′���, … , 𝑦𝑦′����) [2]. 

 
 

Fig. 1 The framework of the two-stage short-term load forecasting (STLF) 
model 

 

II.2 RECURRENT NEURAL NETWORK 
     The RNN is a generalization of feedforward neural network 
that has an internal state (i.e., memory), making it applicable to 
process sequences of inputs, such as speech recognition [4], 
natural language processing [5], and time series prediction [6], 
[7]. When processing a sequence of input, the RNN performs 
the same function for each input of data. After producing the 
output of current input of data, it is duplicated and sent back 
into the RNN as a component of the next input. Figure 2 shows 
the structure of a simple RNN. The mapping from the input Xt 
to output yt can be described using following equations [4]: 
 

             ℎ� = 𝑓𝑓(𝐷𝐷��. 𝑋𝑋� +  𝐷𝐷��. ℎ���)                           (1) 
 

                  𝑦𝑦� = 𝑔𝑔(𝐷𝐷��. ℎ�)                                          (2) 
 
Where ℎ� is the hidden state at time t; 𝐷𝐷�� are shared weight 
matrix at current input state, previous hidden state, and output 
state, respectively; f(.) and g(.) are the activation functions. 
 

 
 

Fig. 2. The structure of a simple recurrent neural network (RNN) 
 
     Initially, the RNN takes X0 from the sequence of input and 
generates hidden state h0 and output y0. In the next step, h0 and 
X1 are the input. The RNN repeats this process till the end of 
the sequence. In this way, the RNN keeps remembering the 
previous information. Thus, it is good at processing the 
sequence whose contexts are intrinsically related. However, the 
RNN is trained using backpropagation algorithm, and, 
therefore, gradient vanishing problem may occur when the 
sequence became very long. 
 

II.3 LONG SHORT-TERM MEMORY (LSTM) 
     The LSTM network is a variant of RNN, which has several 
gates to control the input, memory (i.e., cell state), and output, 
making it remembers past information more efficiently [8]. So 
that the gradient vanishing problem is resolved. The structure 
of an LSTM network is shown in Figure 3. 
 

 
Fig. 3. The structure of long short-term memory (LSTM) 

 
      The first step in the LSTM sequence process, is to decide 
which information in the memory will be thrown. The decision 
is made by the forget gate via the sigmoid function, whose 
output is a value between 0 and 1. The larger the output value 
is, the more past information is kept in the memory. The 
calculation of the forget gate can be expressed as [8]: 
 
                    𝑓𝑓� = 𝜎𝜎(𝐷𝐷�. [ℎ���, 𝑋𝑋�] +  𝑏𝑏�)                              (3) 

 
Where 𝐷𝐷� and 𝑏𝑏� are the weight matrix and bias of the forget 
layer, ℎ��� is the output (i.e, hidden state) at time t-1, 𝑋𝑋� is the 
input of current state. 

Power 
Utility 

Meteorological    
Agency 

Calendar (month, day, hour, 
holiday) 

Construct 
input 

matrices. 
Normalization 

Construct 
input 
vector  

 

II. MATERIALS AND METHODS 
     To better understand the framework of the proposed model, 
this section introduces the relevant methods, including two-
stage forecasting model, Recurrent Neural Network (RNN), 
Long Short-Term Memory (LSTM), Attention Mechanism 
(AM), and Multilayer Perceptron (MLP). 

II.1 TWO STAGE FORECASTING MODEL 
     The two-stage forecasting model is shown in figure 1. The 
proposed model consists of an LSTM-based module with the 
AM for multi-step forecasting and an MLP-based module for 
residual modification. The inputs of the sequence to sequence 
(seq2seq) module are over the past n hours where n is the length 
of the input window, including 𝑀𝑀𝑀𝑀𝑀𝑀�  (month of year, 1 to12 
represent January to December), 𝐷𝐷𝑀𝑀𝐷𝐷�  (day of week, 1 to 7 
represent Monday to Sunday), 𝐻𝐻𝑀𝑀𝐷𝐷�  ( hour of day, 0 to 23 
represent 0:00~1:00 to 23:00~24:00), 𝐿𝐿�  (load), and 𝑇𝑇� 
(temperature). At time t, the seq2seq module processes the 
input, 𝑋𝑋 = (𝑋𝑋�����, 𝑋𝑋�����, … , 𝑋𝑋� )T , where 𝑋𝑋�  = 
(𝑀𝑀𝑀𝑀𝑀𝑀�, 𝐷𝐷𝑀𝑀𝐷𝐷�, 𝐻𝐻𝑀𝑀𝐷𝐷�, 𝐿𝐿�, 𝑇𝑇� ) and outputs the predictions of the 
next 24 h load demand via the fully connected (FC) layer, 𝑦𝑦′ =
(𝑦𝑦′���, 𝑦𝑦′���, … , 𝑦𝑦′����) [2]. 

 
 

Fig. 1 The framework of the two-stage short-term load forecasting (STLF) 
model 

 

II.2 RECURRENT NEURAL NETWORK 
     The RNN is a generalization of feedforward neural network 
that has an internal state (i.e., memory), making it applicable to 
process sequences of inputs, such as speech recognition [4], 
natural language processing [5], and time series prediction [6], 
[7]. When processing a sequence of input, the RNN performs 
the same function for each input of data. After producing the 
output of current input of data, it is duplicated and sent back 
into the RNN as a component of the next input. Figure 2 shows 
the structure of a simple RNN. The mapping from the input Xt 
to output yt can be described using following equations [4]: 
 

             ℎ� = 𝑓𝑓(𝐷𝐷��. 𝑋𝑋� +  𝐷𝐷��. ℎ���)                           (1) 
 

                  𝑦𝑦� = 𝑔𝑔(𝐷𝐷��. ℎ�)                                          (2) 
 
Where ℎ� is the hidden state at time t; 𝐷𝐷�� are shared weight 
matrix at current input state, previous hidden state, and output 
state, respectively; f(.) and g(.) are the activation functions. 
 

 
 

Fig. 2. The structure of a simple recurrent neural network (RNN) 
 
     Initially, the RNN takes X0 from the sequence of input and 
generates hidden state h0 and output y0. In the next step, h0 and 
X1 are the input. The RNN repeats this process till the end of 
the sequence. In this way, the RNN keeps remembering the 
previous information. Thus, it is good at processing the 
sequence whose contexts are intrinsically related. However, the 
RNN is trained using backpropagation algorithm, and, 
therefore, gradient vanishing problem may occur when the 
sequence became very long. 
 

II.3 LONG SHORT-TERM MEMORY (LSTM) 
     The LSTM network is a variant of RNN, which has several 
gates to control the input, memory (i.e., cell state), and output, 
making it remembers past information more efficiently [8]. So 
that the gradient vanishing problem is resolved. The structure 
of an LSTM network is shown in Figure 3. 
 

 
Fig. 3. The structure of long short-term memory (LSTM) 

 
      The first step in the LSTM sequence process, is to decide 
which information in the memory will be thrown. The decision 
is made by the forget gate via the sigmoid function, whose 
output is a value between 0 and 1. The larger the output value 
is, the more past information is kept in the memory. The 
calculation of the forget gate can be expressed as [8]: 
 
                    𝑓𝑓� = 𝜎𝜎(𝐷𝐷�. [ℎ���, 𝑋𝑋�] +  𝑏𝑏�)                              (3) 

 
Where 𝐷𝐷� and 𝑏𝑏� are the weight matrix and bias of the forget 
layer, ℎ��� is the output (i.e, hidden state) at time t-1, 𝑋𝑋� is the 
input of current state. 

Power 
Utility 

Meteorological    
Agency 

Calendar (month, day, hour, 
holiday) 

Construct 
input 

matrices. 
Normalization 

Construct 
input 
vector  

 

II. MATERIALS AND METHODS 
     To better understand the framework of the proposed model, 
this section introduces the relevant methods, including two-
stage forecasting model, Recurrent Neural Network (RNN), 
Long Short-Term Memory (LSTM), Attention Mechanism 
(AM), and Multilayer Perceptron (MLP). 

II.1 TWO STAGE FORECASTING MODEL 
     The two-stage forecasting model is shown in figure 1. The 
proposed model consists of an LSTM-based module with the 
AM for multi-step forecasting and an MLP-based module for 
residual modification. The inputs of the sequence to sequence 
(seq2seq) module are over the past n hours where n is the length 
of the input window, including 𝑀𝑀𝑀𝑀𝑀𝑀�  (month of year, 1 to12 
represent January to December), 𝐷𝐷𝑀𝑀𝐷𝐷�  (day of week, 1 to 7 
represent Monday to Sunday), 𝐻𝐻𝑀𝑀𝐷𝐷�  ( hour of day, 0 to 23 
represent 0:00~1:00 to 23:00~24:00), 𝐿𝐿�  (load), and 𝑇𝑇� 
(temperature). At time t, the seq2seq module processes the 
input, 𝑋𝑋 = (𝑋𝑋�����, 𝑋𝑋�����, … , 𝑋𝑋� )T , where 𝑋𝑋�  = 
(𝑀𝑀𝑀𝑀𝑀𝑀�, 𝐷𝐷𝑀𝑀𝐷𝐷�, 𝐻𝐻𝑀𝑀𝐷𝐷�, 𝐿𝐿�, 𝑇𝑇� ) and outputs the predictions of the 
next 24 h load demand via the fully connected (FC) layer, 𝑦𝑦′ =
(𝑦𝑦′���, 𝑦𝑦′���, … , 𝑦𝑦′����) [2]. 

 
 

Fig. 1 The framework of the two-stage short-term load forecasting (STLF) 
model 

 

II.2 RECURRENT NEURAL NETWORK 
     The RNN is a generalization of feedforward neural network 
that has an internal state (i.e., memory), making it applicable to 
process sequences of inputs, such as speech recognition [4], 
natural language processing [5], and time series prediction [6], 
[7]. When processing a sequence of input, the RNN performs 
the same function for each input of data. After producing the 
output of current input of data, it is duplicated and sent back 
into the RNN as a component of the next input. Figure 2 shows 
the structure of a simple RNN. The mapping from the input Xt 
to output yt can be described using following equations [4]: 
 

             ℎ� = 𝑓𝑓(𝐷𝐷��. 𝑋𝑋� +  𝐷𝐷��. ℎ���)                           (1) 
 

                  𝑦𝑦� = 𝑔𝑔(𝐷𝐷��. ℎ�)                                          (2) 
 
Where ℎ� is the hidden state at time t; 𝐷𝐷�� are shared weight 
matrix at current input state, previous hidden state, and output 
state, respectively; f(.) and g(.) are the activation functions. 
 

 
 

Fig. 2. The structure of a simple recurrent neural network (RNN) 
 
     Initially, the RNN takes X0 from the sequence of input and 
generates hidden state h0 and output y0. In the next step, h0 and 
X1 are the input. The RNN repeats this process till the end of 
the sequence. In this way, the RNN keeps remembering the 
previous information. Thus, it is good at processing the 
sequence whose contexts are intrinsically related. However, the 
RNN is trained using backpropagation algorithm, and, 
therefore, gradient vanishing problem may occur when the 
sequence became very long. 
 

II.3 LONG SHORT-TERM MEMORY (LSTM) 
     The LSTM network is a variant of RNN, which has several 
gates to control the input, memory (i.e., cell state), and output, 
making it remembers past information more efficiently [8]. So 
that the gradient vanishing problem is resolved. The structure 
of an LSTM network is shown in Figure 3. 
 

 
Fig. 3. The structure of long short-term memory (LSTM) 

 
      The first step in the LSTM sequence process, is to decide 
which information in the memory will be thrown. The decision 
is made by the forget gate via the sigmoid function, whose 
output is a value between 0 and 1. The larger the output value 
is, the more past information is kept in the memory. The 
calculation of the forget gate can be expressed as [8]: 
 
                    𝑓𝑓� = 𝜎𝜎(𝐷𝐷�. [ℎ���, 𝑋𝑋�] +  𝑏𝑏�)                              (3) 

 
Where 𝐷𝐷� and 𝑏𝑏� are the weight matrix and bias of the forget 
layer, ℎ��� is the output (i.e, hidden state) at time t-1, 𝑋𝑋� is the 
input of current state. 

Power 
Utility 

Meteorological    
Agency 

Calendar (month, day, hour, 
holiday) 

Construct 
input 

matrices. 
Normalization 

Construct 
input 
vector  

 

Mouctar Tchakala, Tahar Tafticht, Iqbal Messaïf, Md Jahidur Rahman, Regression Learner Application Model-Based Short-Term Load Forecasting for Mascouche 
(Quebec, Canada), Journal of Energy, vol. 73 Number 2 (2024), 13–20 
https://doi.org/10.37798/2024732502  
© 2023 Copyright for this paper by authors. Use permitted under Creative Commons Attribution-NonCommercial (CC BY-NC) 4.0 International License



15

The next step is to determine which new information will be 
stored in the memory by the input gate. The tanh layer creates a 
candidate of the input. Meanwhile, the input gate will generate a 
value it between 0 and 1 through the sigmoid layer. The candidate, 
Čt, will be scaled by 𝑖t and added to the memory to culations of 
Čt, 𝑖t, and Ct are as follows [9]:

Čt = tanℎ(WC . [ℎt-1, 𝑋t] + 𝑏C)  (4) 
𝑖t = 𝜎(𝑊 i. [ℎt-1, 𝑋t] + 𝑏i) (5) 
𝐶t= 𝑓f∗ 𝐶t-1+ 𝑖t∗ Čt) (6)

Where 𝑊 C and 𝑏C are the weight matrix and bias of the tanh 
layer, 𝑊 i and 𝑏i are the weight and bias of the sigmoid layer of the 
input gate, respectively.

Finally, the LSTM gives the output controlled by the output 
gate. We put the current cell state 𝐶t through a tanh layer and 
multiply it by the scalar generated by the output gate.

The scalar and output of the LSTM can be computed by [9]:

0t = 𝜎(𝑊 O. [ℎt-1, 𝑋t] + 𝑏O) (7)
ℎt = 0t ∗ 𝑡𝑎𝑛ℎ𝐶t (8)

Where 𝑊 O and 𝑏O are the weight and bias of the sigmoid 
layer of the output gate respectively.

Where 𝑊C and 𝑏C are the weight matrix and bias of the tanh 
layer, 𝑊i and 𝑏i are the weight and bias of the sigmoid layer of the 
input gate, respectively.

D. Attention Mechanism
The AM in Deep Learning is based on the concept of directing 

the focus, making the networks pay greater attention to certain fac-
tors when processing the input of data. It is used to manage and 
quantify the interdependence within the elements of the input sequ-
ence. Therefore, when generating the output over any time step, this 
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Fig. 4. A multilayer perceptron (MLP) network with one hidden layer 
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The MLP can approximate highly non-linear functions betwe-
en the input and output without any complex mathematical formu-
la. It has been approved that the performance of MLP in foreca-
sting applications outperforms regression-based methods [12]. The 
MLP may have more than one hidden layer and multiple units in 
the output layer depending on different cases.

F. Advantages And Disadvantages Of Different 
Machine Learning Models

The advantages of linear regression include simplicity, inter-
pretability, and fast training processes. However, this method may 
yield misleading results if the real relationship in the dataset is not 
linear. Additionally, it may be limited in expressing very complex 
relationships and may not model nonlinear relationships correctly. 
Advantages of clustering algorithms include the ability to discover 
structures in the dataset, better understand datasets, identify power 
sources with similar properties, and reveal similarities of different 
power sources. However, it should be noted here that these algo-
rithms are sensitive to the data and metrics used. Additionally, in 
some cases it is possible to have difficulty in making a clear dis-
tinction when data points need to be separated into different groups. 
Advantages of artificial neural networks (ANNs) include the abi-
lity to identify and learn complex relationships, flexibility, perfor-
ming well on large datasets, and scalability. Moreover, ANNs may 
reveal hidden patterns within data and analyze complex structures, 
owing to their learning ability. However, ANNs might sometimes 
encounter overfitting problems. This means that the network over-
fits the dataset and reduces generalizability. Additionally, training 
and configuring ANNs may require time and computational power. 
The advantages and disadvantages of the machine learning models 
discussed in this study are listed in Table 1.

Table I.  
Advantages And Disadvantages Of Ml AndAnn Models

G. Merit Based Selection Of The Gaussian 
Process Regression (GPR)

In this paper, we are designing a load forecasting method using 
data which are: (i) positive values; (ii) noiseless; and (iii) suitable 
for regression techniques application.

Futhermore, GPR provides reliable intervals and is suitable 
for uncertainty estimation which is the main concern of this paper: 
efficient load forecasting to reduce uncertainty in power foreca-
sting which seriousely hinders power supply through power grids 
and smart/mini-grids.

Based on the above, we chose to use GPR as it is clearly suitba-
le to the technique being designed and the nature of the real-time 
data used.

H. Performance Evaluation Indices
The forecasted load is compared with the actual measured load 

for each regression model. By calculating three different statisti-
cal evaluations, the Root Mean Square Error (RMSE), the Mean 
Absolute Error (MAE), and the Mean Absolute Percentage Error 
(MAPE), the load forecasting capacity of each method and model 
accuracy can be assessed [13], [14].

H.1 Mean Absolute Error (MAE)
The MAE measures the average magnitude of the errors. It is 

calculated by:

(17)

Where Ŷ| is the prediction, Y| is the true value from field 
recording, and n is the number of measurement points.

H.2 Mean Absolute Percentage Error (MAPE)
This error percentage is a measure of the prediction accuracy 

of a forecasting method in statistics. It produces a measure of the 
relative overall fit, which can be calculated by:

 
(18)

Where Ŷt is the prediction, Yt is the true value from field 
recording, and n is the number of measurement points.
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As the number of 
variables increases, 

adaptability decreases 
 

Gaussian Process 
Regression 

Provides reliable 
intervals; suitable for 
uncertainty estimation 

It is only for data with 
positive values; not 

suitable for data with 
noise 

 
 

Kernel 

It can capture complex 
and nonlinear patterns, 

save memory, and 
provide flexibility 

Interpretation and 
explanation of the model 
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recording, and n is the number of measurement points. 

II.8.2 MEAN ABSOLUTE PERCENTAGE ERROR (MAPE) 
     This error percentage is a measure of the prediction accuracy 
of a forecasting method in statistics. It produces a measure of 
the relative overall fit, which can be calculated by: 
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     The MLP can approximate highly non-linear functions 
between the input and output without any complex 
mathematical formula. It has been approved that the 
performance of MLP in forecasting applications outperforms 
regression-based methods [12]. The MLP may have more than 
one hidden layer and multiple units in the output layer 
depending on different cases. 

II.6 ADVANTAGES AND DISADVANTAGES OF DIFFERENT 
MACHINE LEARNING MODELS 

     The advantages of linear regression include simplicity, 
interpretability, and fast training processes. However, this 
method may yield misleading results if the real relationship in 
the dataset is not linear. Additionally, it may be limited in 
expressing very complex relationships and may not model 
nonlinear relationships correctly. Advantages of clustering 
algorithms include the ability to discover structures in the 
dataset, better understand datasets, identify power sources with 
similar properties, and reveal similarities of different power 
sources. However, it should be noted here that these algorithms 
are sensitive to the data and metrics used. Additionally, in some 
cases it is possible to have difficulty in making a clear 
distinction when data points need to be separated into different 
groups. Advantages of artificial neural networks (ANNs) 
include the ability to identify and learn complex relationships, 
flexibility, performing well on large datasets, and scalability. 
Moreover, ANNs may reveal hidden patterns within data and 
analyze complex structures, owing to their learning ability. 
However, ANNs might sometimes encounter overfitting 
problems. This means that the network overfits the dataset and 
reduces generalizability. Additionally, training and configuring 
ANNs may require time and computational power. The 
advantages and disadvantages of the machine learning models 
discussed in this study are listed in Table 1. 

TABLE I. ADVANTAGES AND DISADVANTAGES OF ML AND 
ANN MODELS 

Model Advantage Disadvantage 
 
 

Linear Regression 

Simple to apply, easy to 
interpret 

It is limited to linearity, 
not suitable for use if 

there is no relationship 
between variables, and is 

sensitive to noise 
 
 
 

Decision Tree 

It is robust to 
independent variables, 
adaptable to nonlinear 

data, has high 
prediction success, can 
deal with categorized 
values, and does not 
need too much data 

Variable to data change, 
unstable with noise, 

overfitting, not smooth or 
continuous, unsuitable 

for unstable data classes, 
computationally costly 

for large data 

 
Support Vector 

Machine 

Works well when 
separation is clear, 

becomes more effective 
as size increases, and is 

memory efficient 

It is not suitable for large 
datasets; noise negatively 

affects the results 

 
Efficient Linear 

It is easy to apply and 
understand 

As the number of 
variables increases, 

adaptability decreases 
 

Gaussian Process 
Regression 

Provides reliable 
intervals; suitable for 
uncertainty estimation 

It is only for data with 
positive values; not 

suitable for data with 
noise 

 
 

Kernel 

It can capture complex 
and nonlinear patterns, 

save memory, and 
provide flexibility 

Interpretation and 
explanation of the model 
are difficult. As feature 
size increases, extension 

becomes difficult and 
overfits new data 

 
 

Ensemble of Trees 

Good for complex and 
noisy problems in 

decision trees, adjusts 
variance adjustment 

For multiple models, 
computational costs are 
high, and interpretation 

and explanation are 
difficult 

 
 

Neural Network 

It provides effective 
visual capability, the 
ability to process data 
even if it is not edited, 
and it is adaptable and 
offers a user interface 

It has high hardware 
requirements, data-based 
operation, poor control 

capability, and may 
produce incomplete 

results 
 

Long Short-Term 
Memory 

It can capture long 
dependencies and 

handles sequential data 
quite well 

Hardware costs are high; 
the dataset must be large 

 

II.7 MERIT BASED SELECTION OF THE GAUSSIAN PROCESS 
REGRESSION (GPR) 

     In this paper, we are designing a load forecasting method 
using data which are: (i) positive values; (ii) noiseless; and (iii) 
suitable for regression techniques application. 
     Futhermore, GPR provides reliable intervals and is suitable 
for uncertainty estimation which is the main concern of this 
paper: efficient load forecasting to reduce uncertainty in power 
forecasting which seriousely hinders power supply through 
power grids and smart/mini-grids. 
     Based on the above, we chose to use GPR as it is clearly 
suitbale to the technique being designed and the nature of the 
real-time data used. 

II.8 PERFORMANCE EVALUATION INDICES 
     The forecasted load is compared with the actual measured 
load for each regression model. By calculating three different 
statistical evaluations, the Root Mean Square Error (RMSE), 
the Mean Absolute Error (MAE), and the Mean Absolute 
Percentage Error (MAPE), the load forecasting capacity of each 
method and model accuracy can be assessed [13], [14]. 

II.8.1 MEAN ABSOLUTE ERROR (MAE) 
     The MAE measures the average magnitude of the errors. It 
is calculated by: 
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Where Ŷ�  is the prediction, Y�  is the true value from field 
recording, and n is the number of measurement points. 

II.8.2 MEAN ABSOLUTE PERCENTAGE ERROR (MAPE) 
     This error percentage is a measure of the prediction accuracy 
of a forecasting method in statistics. It produces a measure of 
the relative overall fit, which can be calculated by: 
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H.3 Root Mean Square Error (RMSE)
The RMSE is the standard deviation of the residuals (predicti-

on errors). Residuals are a measure of how far from the regression 
line data points are. Hence, it is a measure of how spread out these 
residuals are. It is calculated as follows:

(19)

Where Ŷt is the prediction, Yt is the true value from field 
recording, and n is the number of measurement points.

H.4 R-SQUARED
R-Squared is a statistical measure of how close the fitted 

regression line is to the results. R-squared lies between 0 and 1. Ge-
nerally, the higher the R-squared value, the better the model.

The following criteria is used to evaluate load forecasting per-
formance using the error indices:

• The RMSE is always positive and a smaller RMSE 
value indicates a good model.

• The R-squared lies between 0 and 1. R-Squared near 1 in-
dicates a good model.

• The MSE is the square of the RMSE and a smaller MSE 
value indicates a successful model.

• The MAE is positive, similar to RMSE, and a smaller 
MAE value implies a successful model.

• An error percentage very close to zero means the 
predicted values are very relative to actual values.

III. The Proposed Load Forecasting Approach
The procedure to implement the proposed approach is 

demonstrated in the following six steps:

• Step 1: Data collection. Two datasets need to be collected: 
one is load demand data; another is meteorological data.

• Step 2: Models selection. Some models are used in the pro-
posed method, and suitable ones are selected.

• Step 3: Input parameters selection. Important input pa-
rameters such as weather parameters are evaluated and 
selected.

• Step 4: Models creation and load forecasting conducted 
using them. The selected ones in Step 2 will be trained and 
tested and then will be used to proceed.

• Step 5: Comparison of the performance. To compare the 
performance of the regression models, the forecasted load 
is compared with the actual measured load, and statistical 
error matrices are used to evaluate their accuracy.

• Step 6: Recommendation of the ones with the highest 
accuracy. Based on previous steps, the models with the 
highest accuracy will be selected.

The procedure is shown in the Figure 5.

Fig. 5. The flowchart of the proposed load forecasting method

Five families of regression model algorithms provided in 
the Matlab regression toolbox are suitable for the short-term load 
prediction. They are Linear Regression, Regression Trees, Support 
Vector Machines (SVM), Gaussian Process Regression (GPR), 
and Ensemble of Trees. Table II shows these regression models. 
The GPR is concerned in this paper.

Table II.  
Regression Toolbox

Family of regression models Types of regression models

Gaussian Process Regression (GPR)

Rational Quadratic GPR

Squared Exponential GPR

Matern 5/2 GPR

Exponential GPR

Ensemble of Trees (ET)
Boosted tress

Bagged Trees

Support Vector Machines (SVM)

Linear SVM

Quadratic SVM

Cubic SVM

Fine Gaussian SVM

Medium Gaussian SVM

Coarse Gaussian SVM

Linear Regression (LR)

Linear Regression Model

Interactions Regression Model

Robust regression model

Stepwise Linear Regression Model

Regression Trees (RT)

Medium Tree

Coarse Tree

Fine Tree

Where Ŷ�  is the prediction, Y�  is the true value from field 
recording, and n is the number of measurement points. 

II.8.3 ROOT MEAN SQUARE ERROR (RMSE) 
     The RMSE is the standard deviation of the residuals 
(prediction errors). Residuals are a measure of how far from the 
regression line data points are. Hence, it is a measure of how 
spread out these residuals are. It is calculated as follows: 
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Medium Tree 

Coarse Tree 

Fine Tree 

Where Ŷ�  is the prediction, Y�  is the true value from field 
recording, and n is the number of measurement points. 
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     The RMSE is the standard deviation of the residuals 
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and selected. 
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conducted using them. The selected ones in Step 2 will 
be trained and tested and then will be used to proceed. 

 Step 5: Comparison of the performance. To compare 
the performance of the regression models, the 
forecasted load is compared with the actual measured 
load, and statistical error matrices are used to evaluate 
their accuracy. 
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accuracy. Based on previous steps, the models with 
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Five families of regression model algorithms provided in the 
Matlab regression toolbox are suitable for the short-term load 
prediction. They are Linear Regression, Regression Trees, 
Support Vector Machines (SVM), Gaussian Process Regression 
(GPR), and Ensemble of Trees. Table II shows these regression 
models. The GPR is concerned in this paper. 

TABLE II. REGRESSION TOOLBOX 
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Gaussian Process Regression 
(GPR) 

Rational Quadratic GPR 

Squared Exponential GPR 

Matern 5/2 GPR 

    Exponential GPR 

 
Ensemble of Trees (ET) 
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IV. The Proposed Methodology And Data 
Exploration

Two files (mascouche_1 and mascouche_2) are provided ha-
ving hourly real load in MW for two months, one month in each 
file having only working days, i.e., weekends are not included, and 
here the two months are in wintertime. Mascouche_2, having the 
file (data 2), is used for training the neural network, and Masco-
uche_1, having the data 1 file, is used for validating. Each of these 
two data files has 5 columns: Load, Days, Hours, Temperature, and 
the average temperature over the last five hours.

Inputs of the network are temperature (T) and the average of the 
temperature (𝑇avg), columns 4 and 5 respectively (training). The 
desired output (target) of the network will be the load, column 1, 
in MW.

The mascouche_1 file is used for validating (testing) the neural 
network. It can be divided into (three days) windows, i.e., 7 win-
dows having 3 days each:

• Windows 1: days (1, 2, and 3), Windows 2: days (4, 5 
and 6).

• Windows 3: days (7, 8, and 9), Windows 4: days (10,11 
and 12).

• Windows 5: days (13, 14, and 15), Windows 6: days(16, 
17, and 18).

• Windows7: days (19, 20, and 21).

The purpose is that, with the temperature of the next three days, 
can we predict the hourly load for these three days. Comparison is 
using the Root Mean Squared Error (RMSE). The RMSE is the 
standard deviation of the residuals [15-18]. Residuals are a measure 
of how far from the regression line data points are, so RMSE is a 
measure of how spread out these residuals are. It can be calculated 
as follows:

(20)

Where 𝑦ei is the prediction, 𝑦i is the true value from field 
recording, and n is the number of measurement points.

Below are dataset details:

Data 1 is composed of five (05) columns (Load, Days, Hours, 
Temperature, and the average temperature over the last five 
hours) with 528 values each;

Data 2 is composed of five (05) columns (Load, Days, Hours, 
Temperature, and the average temperature over the last five 
hours) with 552 values each.

Dataset extent and accuracy are respectively suitable for vali-
dation and training the prediction model.

V. The Regression Learner Application
The regression learner application trains models to predict data 

using supervised machine learning (ML). Using this application, 
we can explore data, select features, specify validation schemes, 
train, and assess results. We can perform automated training to 
search for the best model type, including linear, trees, Gaussian 
Process (GPR), support vector machines, kernel approximation, 
ensembles of trees, and neural network models.

We perform supervised ML by supplying a known set of ob-
servations of inputs (predictors) and known responses. Use the ob-

servations to train a model that generates predicted responses for 
new input. To use the model with new data, or to learn about pro-
grammatic regression, you can export the model to the workspace 
or generate MATLAB code to recreate the trained model [19-21]. 
The below flow chart (Figure 6) shows a common workflow for 
training models in the Regression Learner Application.

Fig. 6. Regression models training workflow

VI. Results and Discussion
Using ML in load forecasting may significantly improve the 

efficiency, performance, and quality of power supply.

Below, in Table III, is shown the global simulation results:

Table iii.

Model Performances Based On The Mae, Mse, R2, And Rmse

Regre-
ssion 
model

Performance Evaluation on Training 
Dataset

Prediction 
speed

Training 
time

RMSE R2 MSE MAE

~ 40 000 
obs/sec

1.683 
secGPR 2.947 0.960 8.685 2.216

The above performances table confirm the choice of the 
RMSE as performance indice considering the low value of R- squ-
ared (the higher the R-squared, the better); the high value of MSE; 
and the drawbacks of the MAE such as: (i) it doesn’t penalise large 
errors as much as small errors, meaning that it might not reflect the 
true accuracy of the model; (ii) it is not differentiable at zero, mea-
ning optimising using gradient-based methods is harder.

The use of the Regression Learner Application shows its ad-
vantages which are (i) better prediction speed, (ii) good performan-
ce, (iii) better errors estimation; and its limits such as

(i) less efficient than artificial neural networks, (ii) problem 
of the right choice of predictors and response for some speci-
fic data. The well-known Gaussian Process (GPR) is found as the 
best tool for training using the method studied with less error ( 
𝑒GPR = 2.947) corresponding to the Matern 5/2 type. The Table 
IV shows errors’ values and types of GPRs. Figures. 7, 8, and 9 
show predicted and actual load as well as errors of prediction 
between both data.

IV. THE PROPOSED METHODOLOGY AND DATA 
EXPLORATION  

Two files (mascouche_1 and mascouche_2) are provided 
having hourly real load in megawatt (MW) for two months, one 
month in each file having only working days, i.e., weekends are 
not included, and here the two months are in wintertime. 
Mascouche_2, having the file (data 2), is used for training the 
neural network, and Mascouche_1, having the data 1 file, is used 
for validating. Each of these two data files has 5 columns: Load, 
Days, Hours, Temperature, and the average temperature over the 
last five hours. 

Inputs of the network are temperature (T) and the average of 
the temperature (𝑇𝑇���), columns 4 and 5 respectively (training). 
The desired output (target) of the network will be the load, 
column 1, in MW. 

The mascouche_1 file is used for validating (testing) the 
neural network. It can be divided into (three days) windows, i.e., 
7 windows having 3 days each: 

 Windows 1: days (1, 2, and 3), Windows 2: days (4, 5 
and 6). 

 Windows 3: days (7, 8, and 9), Windows 4: days (10, 
11 and 12).  

 Windows 5: days (13, 14, and 15), Windows 6: days 
(16, 17, and 18). 

 Windows7: days (19, 20, and 21). 

The purpose is that, with the temperature of the next three 
days, can we predict the hourly load for these three days. 
Comparison is using the Root Mean Squared Error (RMSE). The 
RMSE is the standard deviation of the residuals [15-18]. 
Residuals are a measure of how far from the regression line data 
points are, so RMSE is a measure of how spread out these 
residuals are. It can be calculated as follows: 
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Where 𝑦𝑦��  is the prediction, 𝑦𝑦�  is the true value from field 
recording, and n is the number of measurement points. 

     Below are dataset details: 

 Data 1 is composed of five (05) columns (Load, Days, 
Hours, Temperature, and the average temperature over 
the last five hours) with 528 values each; 

 Data 2 is composed of five (05) columns (Load, Days, 
Hours, Temperature, and the average temperature over 
the last five hours) with 552 values each. 

     Dataset extent and accuracy are respectively suitable for 
validation and training the prediction model.   

V. THE REGRESSION LEARNER APPLICATION 
The regression learner application trains models to predict 

data using supervised machine learning (ML). Using this 
application, we can explore data, select features, specify 
validation schemes, train, and assess results. We can perform 
automated training to search for the best model type, including 

linear, trees, Gaussian Process (GPR), support vector machines, 
kernel approximation, ensembles of trees, and neural network 
models. 

We perform supervised ML by supplying a known set of 
observations of inputs (predictors) and known responses. Use 
the observations to train a model that generates predicted 
responses for new input. To use the model with new data, or to 
learn about programmatic regression, you can export the model 
to the workspace or generate MATLAB code to recreate the 
trained model [19-21]. The below flow chart (Figure 6) shows a 
common workflow for training models in the Regression 
Learner Application. 

 
Fig. 6. Regression models training workflow 

VI. RESULTS AND DISCUSSION 
Using ML in load forecasting may significantly improve the 

efficiency, performance, and quality of power supply. 

Below, in Table III, is shown the global simulation results: 
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RMSE as performance indice considering the low value of R-
squared (the higher the R-squared, the better); the high value of 
MSE; and the drawbacks of the MAE such as: (i) it doesn’t 
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The desired output (target) of the network will be the load, 
column 1, in MW. 

The mascouche_1 file is used for validating (testing) the 
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11 and 12).  
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days, can we predict the hourly load for these three days. 
Comparison is using the Root Mean Squared Error (RMSE). The 
RMSE is the standard deviation of the residuals [15-18]. 
Residuals are a measure of how far from the regression line data 
points are, so RMSE is a measure of how spread out these 
residuals are. It can be calculated as follows: 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =  �∑ (�� � ���)�

�
�
���                (20) 

Where 𝑦𝑦��  is the prediction, 𝑦𝑦�  is the true value from field 
recording, and n is the number of measurement points. 

     Below are dataset details: 

 Data 1 is composed of five (05) columns (Load, Days, 
Hours, Temperature, and the average temperature over 
the last five hours) with 528 values each; 

 Data 2 is composed of five (05) columns (Load, Days, 
Hours, Temperature, and the average temperature over 
the last five hours) with 552 values each. 

     Dataset extent and accuracy are respectively suitable for 
validation and training the prediction model.   

V. THE REGRESSION LEARNER APPLICATION 
The regression learner application trains models to predict 

data using supervised machine learning (ML). Using this 
application, we can explore data, select features, specify 
validation schemes, train, and assess results. We can perform 
automated training to search for the best model type, including 

linear, trees, Gaussian Process (GPR), support vector machines, 
kernel approximation, ensembles of trees, and neural network 
models. 

We perform supervised ML by supplying a known set of 
observations of inputs (predictors) and known responses. Use 
the observations to train a model that generates predicted 
responses for new input. To use the model with new data, or to 
learn about programmatic regression, you can export the model 
to the workspace or generate MATLAB code to recreate the 
trained model [19-21]. The below flow chart (Figure 6) shows a 
common workflow for training models in the Regression 
Learner Application. 

 
Fig. 6. Regression models training workflow 

VI. RESULTS AND DISCUSSION 
Using ML in load forecasting may significantly improve the 

efficiency, performance, and quality of power supply. 

Below, in Table III, is shown the global simulation results: 

TABLE III. MODEL PERFORMANCES BASED ON THE MAE, 
MSE, R2, AND RMSE  

 
Regression 

model 
 

Performance Evaluation on 
Training Dataset 

Prediction 
speed 

Training 
time 

 
RMSE 

 
R2 

 
MSE 

 
MAE 

 
~ 40 000 
obs/sec 

 
1.683 sec 

GPR 2.947 0.960 8.685 2.216 
 

The above performances table confirm the choice of the 
RMSE as performance indice considering the low value of R-
squared (the higher the R-squared, the better); the high value of 
MSE; and the drawbacks of the MAE such as: (i) it doesn’t 
penalise large errors as much as small errors, meaning that it 
might not reflect the true accuracy of the model; (ii) it is not 
differentiable at zero, meaning optimising using gradient-based 
methods is harder.   

The use of the Regression Learner Application shows its 
advantages which are (i) better prediction speed, (ii) good 
performance, (iii) better errors estimation; and its limits such as 
(i) less efficient than artificial neural networks, (ii) problem of 
the right choice of predictors and response for some specific 
data. The well-known Gaussian Process (GPR) is found as the 
best tool for training using the method studied with less error 
( 𝑒𝑒��� = 2.947)  corresponding to the Matern 5/2 type. The 
Table IV shows errors’ values and types of GPRs. Figures. 7, 8, 
and 9 show predicted and actual load as well as errors of 
prediction between both data. 

Update with new data 
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Table Iv. 

Gpr Models And Equivalent Simulation Errors’ Values

Model No GPR Type Error Value

1.16 Squared Exponential 3.1420
1.17 Matern 5/2 2.9470
1.18 Exponential 3.6167
1.19 Rational Quadratic 2.9601

Fig. 7. Original data set with real load

Figure 7 shows the load profile with data 2 values. As indicated, 
the minimum load is 60 MW and the maximum load is 140 MW.

Fig. 8. Response plot

The actual load, predicted and prediction errors are plotted in 
the figure 8 highlighting the performance of the prediction as the 
similarity between actual (true) and predicted load is evidenced. 
In the below figure 9, only real and predicted loads are plotted 
without errors.

Fig. 9. Response plot without errors

The fineness graph between the actual and the predicted data 
by the used method is shown in Figure 10. The quality of the pre-
diction following the distribution of the cloud of points indicates 
how the predicted fits with the actual data. Deviation areas along 
the perfect prediction line are noticeable.

Fig. 10. Validation predicted vs. actual plot

As we strive to improve our model, we plotted the residuals. 
The distance from the line at zero is how bad the prediction is for 
that value. We remark that the majority of the points are close to 
the zero line which implies that the model delivers a good perfor-
mance (Figure 11).

Fig. 11. Validation residuals plot for the regression model

VII. Conclusion And Future Trends
In this study, we’ve applied the Regression Learner Applica-

tion to forecast load using weather data. We have highlighted the 
advantages and limitations of this tool and showcased its capabili-
ties without relying on load history. The recommended models are 
GPR, which are nonparametric kernel-based probabilistic models. 
Through our research, we have found that GPR is a viable metho-
dology. It is nonparametric, meaning it is not limited to a specific 
function, and can calculate the probability distribution over all po-
ssible functions that fit the data. GPR is computationally efficient 
and provides a predictive distribution with mean values and vari-
ances. In our case, the Matern 5/2 model is recommended due to 
its lower error. However, the study has limitations. Hence, we’re 
planning future works to compare and classify the best predicti-
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on models and methods. Future trends that can be improved are: 
(i) detailed simulations with all the regression learner techniques 
along with comparison; (ii) optimizing data with multi-sources 
systems management tool (EnergyPLAN) before simulation with 
ML techniques; and (iii) prediction with the same data using other 
ML architectures such as SVM, ET, LR, and RT.
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